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SUMMARY An atmospheric visibility measurement system
capable of quantifying the most common operating range of on-
board exteroceptive sensors is a key parameter in the creation
of driving assistance systems. This information is then utilized
to adapt sensor operations and processing or to alert the driver
that the onboard assistance system is momentarily inoperative.
Moreover, a system capable of either detecting the presence of
fog or estimating visibility distances constitutes in itself a driv-
ing aid. In this paper, we �rst present a review of di�erent op-
tical sensors likely to measure the visibility distance. We then
present our stereovision based technique to estimate what we
call the "mobilized visibility distance". This is the distance to
the most distant object on the road surface having a contrast
above 5%. In fact, this de�nition is very close to the de�nition
of the meteorological visibility distance proposed by the Interna-
tional Commission on Illumination (CIE). The method combines
the computation of both a depth map of the vehicle environment
using the "v-disparity" approach and of local contrasts above 5%.
Both methods are described separately. Then, their combination
is detailed. A qualitative evaluation is done using di�erent video
sequences. Finally, a static quantitative evaluation is also per-
formed thanks to reference targets installed on a dedicated test
site.
key words: meteorological visibility, fog, contrast, stereovision,
sensor, driving assistance, intelligent transportation systems.

1. Introduction

The visual perception of the environment is in the heart
of the driving process (about 90% of perceptual in-
formation). Consequently, a loss of visibility due to
adverse meteorological conditions is typically a source
of accidents. Thus, detecting such situations can con-
tribute to the improvement of the road safety. First of
all, one can automate tasks such as turning on the lights
or alerting the driver that his speed is not adapted to
the visibility conditions. Indeed, during foggy weather,
humans tend to overestimate visibility distances [1],
which can lead to excessive driving speeds. Then,
an atmospheric visibility measurement system may be
also capable of quantifying the most common operating
range of onboard exteroceptive sensors (cameras, laser,
radar). Thus, driving assistances relying on the out-
puts of theses devices can be adapted, and eventually
stopped according to the visibility conditions.
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The objective of this paper is to build a generic
method able to measure the visibility distance. We
�rst de�ne the notion of visibility distance. Then, we
review di�erent optical sensors likely to be onboard a
moving car and justify the choice of a camera. Existing
solutions using a camera are summarized. The limits
of each one are given, which allows us to build and to
validate a new approach in the rest of the paper.

2. Optical Measurement of the Meteorological
Visibility

In this section, we review di�erent sensors that could
be used to estimate the meteorological visibility. Let
us begin by giving a look at Fig. 1 given in [2]. This
curve depicts the atmospheric attenuation due to dense
fog (V=50 m) according to the frequency of the signal.
We can state that automotive RADARS (24 GHz or
77 GHz) are not adapted to estimate the attenuation
of the visual signal due to the presence of fog, con-
trary to optical sensors working in the infrared or vis-
ible domain. Thus, in the following, we �rst deal with
the notion of meteorological visibility. The relevance of
di�erent optical sensors to estimate the meteorological
visibility onboard a moving vehicle is then studied.
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Fig. 1 Curve, partially issued from [2], depicting the atmo-
spheric attenuation due to dense fog (V=50 m) according to the
frequency of the signal.

2.1 Meteorological Visibility

Fog is thick cloud of microscopic water droplets sus-
pended at ground level. When light propagating in fog
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Fig. 2 The operating principle of a transmissometer is to mea-
sure the average transmissivity of the atmosphere along a given
path.

encounters a droplet, the luminous �ux is scattered in
all directions. For visible light, the absorption can be
negligible. The amount of energy that is lost along the
way is described by the lineic optical density k (m−1),
known as the extinction coe�cient. It depends on the
droplet size distribution and the concentration. The
proportion of energy transmitted between two points
in fog is known as the transmissivity T . According
to Beer-Lambert's Law, it decreases exponentially with
distance d:

T = e−kd (1)

The e�ect of light scattering in the presence of fog
is to modify this information by an overall reduction of
contrasts as a function of distance. This e�ect is gen-
erally described by the meteorological visibility Vmet,
de�ned as the greatest distance at which a black object
can be recognized by day against the horizon sky [3].
Using (1) with a contrast threshold of 5% yields the
following approximate relation between Vmet and the
extinction coe�cient k:

Vmet = −1
k

ln(0.05) ' 3
k

(2)

Details about fog e�ects on road vision can be
found in [4].

2.2 Road Visibilitymeters

This lexicographical term serves to designate two main
types of instruments for both detecting fog and mea-
suring the extinction coe�cient k; they are transmis-
someters and scatterometers [5].

2.2.1 Transmissometers

The basic principle behind this category of instrument
consists of measuring average transmissivity of the at-
mosphere along a given path (see Fig. 2). Transmis-
someters are composed of both a projector comprising
a source emitting a luminous �ux φ0 within the visi-
ble domain and a receiver set located at an invariable
distance d that measures the luminous �ux φ received.

By using Beer-Lambert's Law, the extinction co-
e�cient of the fog k, used for calculating the visibility
distance (2), is given by:
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Fig. 3 The operating principle of a scatterometer is to measure
the light di�used in a well-de�ned solid angle.

k =
1
d

ln

(
φ

φ0

)
(3)

The transmissometers are reliable. Their sensitiv-
ity is related to the length of the measurement base
d. This length, which extends over several meters or
even several tens of meters, provides these devices with
a high level of accuracy, given the lack of homogeneity
often encountered in fog. Transmissometers however
are costly to implement and the optical block align-
ment frequently proves to be a complex procedure.

2.2.2 Scatterometers

Some of these devices were developed for road appli-
cations, primarily for conducting measurements under
conditions of thick fog. They enable quantifying the
light di�used within a su�ciently wide and well-de�ned
solid angle. In order to carry out such measurements, a
light beam is concentrated on a small volume of air (see
Fig. 3). The proportion of light being di�used toward
the receiver would then be:

I = AI0V f(θ)e−kd (4)

with I the intensity di�used in the direction of the re-
ceiver, A a constant dependent on power and source
optics, I0 the source intensity, V the di�using volume,
f(θ) the value of the di�usion function in the θ direc-
tion, k the extinction coe�cient and d the length of the
optical path between emitter and receiver.

Generally speaking, the optical path d is small and
the transmission factor e−kd is assimilated to 1 and f(θ)
is proportional to k, with (4) thereby becoming:

I = A′I0k, then k =
1
A′

I

I0
(5)

where A' designates a constant that depends on device
characteristics.

We can state that a scatterometer, to its advan-
tage, is signi�cantly less expensive than a transmis-
someter and that no optical block alignment is re-
quired. On the other hand, the small size of the dif-
fusing volume makes measurements highly sensitive to
non-homogeneities in the fog. Furthermore, the sen-
sor accuracy decreases with the meteorological visibility
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Fig. 4 Backscattered signal by a LIDAR in the presence of
arti�cial fog [7]. The diagram also shows the detection of two
�xed targets.

and is not acceptable for visibilities below 50m.
Consequently, neither a transmissometer or a scat-

terometer can be placed onboard a moving vehicle. In-
deed, the measurement path is too short and the alig-
ment of optical blocks is di�cult for a transmissometer.
A scatterometer would be too sensitive to the turbu-
lence caused by the motion of the vehicle.

2.3 LIDAR

In the literature, one can �nd some articles on the use of
a LIDAR in the presence of fog, which can be classi�ed
into two categories. The �rst application consists in de-
tecting objects located further than the meteorological
visibility distance by using a laser beam whose power is
greater than the atmospheric attenuation. This is the
case of Pirroda [6]. We are not concerned by this type
of application.

In the second application, LIDARS are used to es-
timate the visibility conditions by measuring the signal
backscattered by fog droplets (Fig. 4) and then to ad-
just the level of lights of a moving car according to the
meteorological conditions [7], [8]. However, it has also
been shown [9] that the power of the LIDAR must be
adapted according to the extinction coe�cient of the
atmosphere k.

2.4 Camera

If a camera is used, there is no need to align the optical
units as it is the case with the transmissometer, and an
image is obtained which is representative of the environ-
ment, unlike with a scatterometer. Finally, in the case
of a classical camera, the spectra taken into account is
in the visible domain. Consequently, its image is de-
graded by the presence of fog. Most approaches make
use of a �xed camera placed on the roadway which sim-
pli�es the task as a reference image is always available
[10], [11].

Systems that entail use of an onboard camera are
encountered less frequently. Pomerleau [12] estimates
visibility by means of measuring a contrast attenuation
per meter on the road markings at various distances in

front of the vehicle. However, this approach based on
the RALPH System [13] only indicates a relative visibil-
ity distance and requires the detection of road markings
to run. Yahiaoui [14] estimates the quality of images
by comparing the MTF of the current image with the
contrast sensitivity function of Mannos [15]. However,
it only returns a potential visibility distance. So, these
methods estimate what could be the maximum visibil-
ity distance in the scene. In our approach, we expect
to estimate the real current existing visibility distance,
which better characterizes the vehicle environment.

Thus, in [16], we succeed to instantiate Koschmieder's
model and then to estimate the meteorological visibility
distance. This method, when its operation assumptions
are met, allows us to obtain good results by daytime
foggy weather. An extension of the method has been
proposed in [17]. In order to cover more meteorologi-
cal situations than solely foggy weather, we propose in
this paper a generic method to estimate what we call
the "mobilized visibility distance" (section 3). In this
aim, we estimate the distance to the most distant ob-
ject on the road surface having a contrast above 5%.
Thus, this method is very close to the de�nition of the
CIE.

The method is broken up into three parts. The
�rst one presents a method to compute a depth map
of the environment of the vehicle (section 4). The sec-
ond part presents a method to extract picture elements
whose contrast is above 5% (section 5). Finally, thanks
to the combination of both previous techniques, the mo-
bilized visibility distance can be obtained (section 6).
The method is evaluated thanks to video sequences and
static reference measurements (section 7).

3. Mobilized and Mobilizable Distances of Vis-
ibility

On Fig. 5, we represent a simpli�ed road. We can see
from the Fig. 5a that the most distant visible object is
the extremity of the furthest road marking. It could
be the roadside, a shadow... However, the extremity
location depends on the vehicle position. We call this
distance to the most distant visible object, which de-
pends on the road scene, the mobilized visibility dis-
tance Vmob. This distance has to be compared to the
mobilizable visibility distance Vmax. This is the max-
imum distance at which an object on the road surface
would be visible.

Koschmieder's Law [18] gives us the theoretical
variations of both the road luminance and the lumi-
nance of an object on its surface. We denote ε̃ the
contrast threshold below which the object on the road
surface is considered as being not visible. Thus, the
value of Vmax according to the meteorological visibility
distance (2) is therefore:
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Fig. 5 Examples of mobilized Vmob and mobilizable Vmax dis-
tances of visibility.

Vmax = −Vmet

3
ln

(
ε̃

1 + ε̃

)
(6)

We obtain easily the value ε̃ so that Vmax = Vmet:

ε̃ =
1

e3 − 1
≈ 5% (7)

Consequently, by choosing a threshold of 5%, the
mobilizable visibility distance is very close to the mete-
orological visibility distance (2). These de�nitions lead
to the following relationship:

Vmob ≤ Vmax ≈ Vmet (8)

4. Computation of a Depth Map of the Envi-
ronment by Stereovision

In this section, we present our stereoscopic sensor.
Then, we describe brie�y our technique to obtain a
depth map of the environment using the "v-disparity"
approach, which computes robustly the disparity on
the road surface (not necessarily plane). The di�erent
stages of computation of this depth map are detailed.

4.1 Modeling of the Stereo Sensor

The two image planes of the stereo sensor are supposed
to belong to the same plane and are at the same height
above the road (see Fig. 6). This camera geometry
means that the epipolar lines are parallel.

4.2 The Image of a Plane in the "v-disparity" Image

In this study, we segment the environment into planes
which are horizontal, vertical or oblique with respect to
the plane of the stereoscopic sensor. In a cross-section
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Fig. 6 The stereo sensor and the coordinate systems used.

of the scene in the optical axis of the camera, the projec-
tion of any of these planes is a straight line. In the rest
of this paper, we use a speci�c image representation, in
which the detection of straight lines is equivalent to the
detection of planes in the scene. Indeed, we represent
the v coordinate of a pixel towards the disparity ∆ and
detect straight lines and curves in this 2-D image. The
mathematical details are given in [19].

4.3 "V-disparity" Image Construction and 3-D Sur-
face Extraction

To compute a disparity map I∆, the primitives used are
horizontal local maxima of the gradient. The match-
ing process is based on normalized correlation around
the local maxima. It is quite simple and fast. Once
I∆ has been computed, the "v-disparity" image Iv∆ is
built by accumulating the pixels of same disparity in
I∆ along the ~v axis. Then straight lines are detected
in Iv∆ thanks to a Hough transform. This leads to
extract global surfaces, which correspond either to the
road surface, or to obstacles. Details of this method are
given in [19]. The accuracy of the method is presented
in [20].

4.4 Disparity Map Improvement

In order to quickly compute the "v-disparity" image, a
sparse and rough disparity map has been built. This
disparity map may contain numerous false matches,
which prevents us to use it as a depth map of the envi-
ronment. Thanks to the global surfaces extracted from
the "v-disparity" image, false matches can be removed.
In this aim, we check whether a pixel of the dispar-
ity map belongs to any global surface extracted using
the same matching process. Thus, if the pixel belongs
to the road surface, the disparity value is mapped to
the pixel. Else, if the pixel belongs to another global
surface, the white value is mapped to the pixel.

Thus, the idea is to improve the disparity map from
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(a)

(b)

(c)

Fig. 7 Examples of disparity map of the vehicle environment
(a) under sunny weather, (b) under daily foggy weather, (c) under
night foggy weather. White pixels are considered as obstacles
points. The gray level of other pixels is proportional to their
disparity.

the geometry knowledge about the scene obtained from
the rough disparity map. Details of this process can be
found in [21]. Finally, this enhanced disparity map can
be used as a depth map of the vehicle environment.

5. Computation of Contrasts above 5%

5.1 Measuring the Local Contrast with Köhler's Bi-
narization Technique

Köhler's technique [22] used to binarize images �nds the
threshold which maximizes the contrast between two
parts of the image. Let f be a gray level image. Let
consider a neighbourhood N in this image. A couple
of pixels (x, x1) ∈ N is said to be separated by the
threshold s if two conditions are met. First, x1 ∈ V4(x)
(4-connexity neighbourhood of pixel x). Secondly, the
condition (9) is respected:

min(f(x), f(x1)) ≤ s < max(f(x), f(x1)) (9)

Let F (s) be the set of all couples (x, x1) ∈ N separated
by s. With these de�nitions, for every value of s belong-
ing to [0,255], F (s) is built. For every couple belonging
to F (s), the local contrast Cx,x1(s) is computed.

Cx,x1(s) = min
(|s− f(x)|, |s− f(x1)|

)
(10)

The mean contrast (11) associated to F (s) is then per-
formed:

C(s) =
1

#F (s)

∑

(x,x1)∈F (s)

Cx,x1(s) (11)

where #F (s) designates the cardinal of the set F (s).
The best threshold s0 veri�es the following condition:

C(s0) = max
s∈[0,255]

C(s) (12)

(a)

(b)

(c)

Fig. 8 Examples of computation of contrasts above 5%, (a)
under sunny weather, (b) under daily foggy weather, (c) under
night foggy weather.

s0 is the threshold which has the best mean contrast
along the associated border F (s0). Instead of using
this method to binarize images, we use it to measure
the contrast locally.

5.2 Adaptation to the Logarithmic Contrast

The previous method is suitable for di�erent de�nitions
of local contrast. To use another local contrast de�ni-
tion, it is enough to use the desired de�nition in the
place of (10). In our case, we have chosen to estimate
Weber's contrast [23] or logarithmic contrast [24], so
as to be compatible with the de�nition of the meteoro-
logical visibility distance proposed by the CIE (2). So,
(10) becomes :

Cx,x1(s) = min

[
|s− f(x)|

max(s, f(x))
,
|s− f(x1)|

max(s, f(x1))

]
(13)

Thus, using (13) to compute (12), if 2C(s0) ≥ 5%,
the set of pixels ∈ N having a contrast above 5 % is
F (s0).

5.3 Adaptation of the Technique to our Needs

Our technique, inspired from Köhler, is robust to noise.
The computational cost of the technique is high. How-
ever, a direct implementation of the technique takes
14 s to be performed on a whole image of resolution
380 × 289 on a Pentium IV 2.4 GHz. By reducing the
thresholds number to compute (11) and precalculating
the MIN-MAX images (lookup tables to accelerate the
computation of (9)), the computing time is inferior to
1s. By vectorizing this optimized algorithm, the com-
putational cost is �nally about 350ms on a whole image.
Samples of contrast computation are given on Fig. 8.



6
IEICE TRANS. ??, VOL.Exx�??, NO.xx XXXX 200x

6. Estimation of the Mobilized Visibility Dis-
tance

In section 4, we described the computation of a depth
map of the vehicle environment, where the disparity
on the road surface is computed and vertical objects
are detected. In section 5, we presented a method to
compute the local contrast above 5%. To estimate the
visibility distance, we have to combine both to estimate
the most distant picture element belonging to the road
surface having a contrast above 5%.

6.1 Direct Disparity-Contrast Combination

The �rst approach is to replace the computation of the
horizontal local maxima of the gradient by the horizon-
tal contrasts above 5% to compute the disparity map
(cf. section 4.3). Horizontal contrast is obtained by
replacing V4(x) by the left and right connexity neigh-
bourhood of pixel x, in order to compute (9). Thus, the
visibility distance is the distance of the pixel having the
smallest disparity. This approach is simple. Its main
advantage is to replace the gradient threshold, which
is empirically chosen, by the contrast threshold of 5%.
Unfortunately, it is too much time consuming for our
real-time application.

6.2 Fast Disparity-Contrast Cooperation

The contrast computation locates precisely the edges,
but is quite expensive in term of computing times. Con-
versely, the gradients computation goes fast but spreads
on the edges. Consequently, using the horizontal gra-
dients, the "v-disparity" image is denser and faster to
compute. The 3-D surface extraction is also faster and
more reliable. However, we must ensure that the gradi-
ent threshold is small enough, so as to take most picture
elements having a contrast above 5% into account, but
high enough so as to not take noise into account. The
noise measured on the cameras currently in use is gaus-
sian with a standard deviation σ of 1 to 2 gray levels.
The gradient threshold to consider is then 3σ, that is
to say 6.

It is possible to draw advantage from the two tech-
niques while decreasing the computing time compared
to the only use of horizontal contrasts. The method
consists in computing the improved disparity map us-
ing the horizontal gradients higher than 6 and to scan
it. Because most distant objects on the road surface are
on the horizon line, the scanning starts from the horizon
line (intersection of vanishing lines obtained thanks to
the "v-disparity" image [19]). Within each neighbour-
hood N belonging to the road surface where a point of
disparity is known the contrast is computed. The pro-
cess stops when a contrast above 5% is met. The visi-
bility distance is then the depth of the picture element

Enhanced 
disparity map Scanning

Contrast 
computation C>5% Yes

No

Visibility 
distance

Enhanced 
disparity map Scanning

Contrast 
computation C>5% Yes

No

Visibility 
distance

Fig. 9 Algorithm overview

with a contrast above 5%. This process is summarized
on Fig. 9.

7. Experimental Evaluation

7.1 Qualitative Evaluation

7.1.1 Hardware settings

The whole process for building the depth map of the
vehicle environment and computing the mobilized visi-
bility distance is frame rate performed (25 Hz) with a
current-day PC (Intel bi-Xeon 2.4 GHz). Images are
grabbed using a Matrox Meteor II graphic card. The
focal length is 8.5 mm and image size is 380 × 289.
The program runs on the RT-Maps platform [25]. It
is compiled with the Intel C++ Compiler 8.0 and runs
onboard the prototype vehicle presented on the Fig. 10.

7.1.2 Results

On Fig. 7, results of the disparity map computation
are presented. On Fig. 7a, the pedestrian, the car and
points beyond horizon line are considered as obstacles
points. The depth of the points on the road surface
is computed. In the same way, on Fig. 7b, the car is
considered as an obstacle.

On Fig. 8, results of local contrast computation on
the whole images are represented. In fact, as explained
in section 6, the contrast will not be computed on the
whole image to save computing time. On Fig. 11, the
�nal result is displayed.

Finally on Fig. 12, the curves of measured visi-
bility distances are plotted for three video sequences of
1000 images each. Under sunny weather, the maximum
resolution of the stereoscopic sensor is reached. Under
foggy weather, the measures are quite stable which let

Fig. 10 VIPER: a prototype vehicle equipped with exterocep-
tive sensors (3 cameras, 1 RADAR, 4 LIDARS), proprioceptive
sensors (INS, accelerometers), actuators (brakes, steering wheel,
gas pedal) and GPS RTK.
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(a)

(b)

(c)

Fig. 11 Final result: the most distant window having a con-
trast above 5 %, on which a point of disparity is known, is painted
white. The disparity point is represented with a black cross
inside the white window. (a) sunny weather (Vmob ≈ 260 m),
(b) daily foggy weather (Vmob ≈ 75 m), (c) night foggy weather
(Vmob ≈ 40 m).

us think that the method is e�cient in poor visibility
conditions. The visibility distance measurement for a
video sequence under dense fog before night-fall is given
as well.

7.2 Quantitative Evaluation

7.2.1 Equipment of a Dedicated Site

So far, our methods have only been evaluated quali-
tatively, through a subjective analysis of the mean and
standard deviation of the measures in the cases of di�er-
ent rides in adverse visibility conditions. Quantitative
assessment has not been endeavored yet, due to the lack
of a reference visibility sensor. We have equipped our
test track in Versailles (France) with six large speci�c
signs, located between 35m and 200m from the cam-
eras onboard the stationed vehicle. The idea is to take
pictures of these targets in adverse visibility conditions
and to estimate the extinction coe�cient of the atmo-
sphere k based on the attenuation of their contrast (cf.
Fig. 13). Thus, by comparing two targets the value of
k is:

k = − 1
d2 − d1

ln
[
Lw(d2)− Lb(d2)
Lw(d1)− Lb(d1)

]
(14)

where Lb (respectively Lw) denote the luminance of
the black (white) part of a target, d1 the distance to
a target, d2 the distance to another target. From (14)
and (2), the visibility distance is then deduced.

7.2.2 Results

The static measurement, which uses the reference tar-
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Fig. 12 Curves of measured mobilized visibility distances (−−)
under sunny weather, (�) under foggy weather, (...) under dense
fog before night-fall.

gets, can then be compared to the results of our on-
board dynamic technique, which requires no reference.
During last winter, some pictures of the site have been
taken under di�erent meteorological conditions. On the
whole, ten scenarios have been considered. On Fig. 14,
for each scenario, the estimation of the mobilized visi-
bility distance Vmob is plotted versus the meteorological
visibility distance Vmet obtained thanks to the refer-
ence targets. The straight line y = x (that is to say
Vmob = Vmet) is also plotted, which allows to say that
(8) is veri�ed. However, the correlation score between
both measurements is not very good (81%). That is
why the correlation line (bold line) does not �t very
well. This is absolutely normal, because the mobilized
visibility distance directly depends on the objects re-
ally present in the scene. Thus, on Fig. 14, one can
remark two plateaus (100m and 130m) corresponding
to objects in the scene (actually, a parking and a track).

8. Conclusion

In this paper, we presented a generic method based
on stereovision to estimate the mobilized visibility dis-
tance, which is the distance of the most distant picture
element on the road surface having a contrast above 5%.
This method is close to the meteorological visibility dis-
tance. We use the "v-disparity" stereovision approach

C=54%C=30%C=13%C=5% C=54%C=30%C=13%C=5%
Fig. 13 Picture of the site equipped with reference targets in
foggy weather. Weber's contrast between the two parts of the
targets is given near each one.
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Fig. 14 Points: estimation of the mobilized visibility distance
Vmob versus the meteorological visibility distance Vmet obtained
thanks to the reference targets. Bold line: correlation line of the
points. y = x line: line where Vmob = Vmet.

to build a depth map of vehicle environment. We com-
bine this map with the computation of local contrasts
by means of a technique inspired by Köhler. The whole
process is real-time performed. This technique, which
has been recently patented, has very few assumptions.
Consequently, it is operative under every meteorologi-
cal conditions. First of all, experimental validation was
conducted thanks to di�erent video sequences by sunny
and foggy weather. Then, static tests were made using
di�erent pictures grabbed under various visibility con-
ditions on a site, which was equipped with targets.
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