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Abstract

To monitor their networks, road operators equip them
with cameras. Degraded meteorological conditions alter
the transport system operation by modifying the behavior
of drivers and by reducing the operation range of the sen-
sors. A vision-based traffic monitoring system is proposed
to take fog and rain into account and react accordingly.
A background modeling approach, based on a mixture of
gaussians, is used to separate the foreground from the back-
ground. Since fog is a steady weather, the background im-
age is used to detect, to quantify it and to restore the im-
ages. Since rain is a dynamic phenomenon, the foreground
is used to detect it and rain streaks are removed from it ac-
cordingly. The different detection algorithms are described
and illustrated using actual images to foresee their poten-
tial benefits. The algorithms may be implemented in existing
video-based traffic monitoring systems and allow the multi-
plication of applications running on roadside cameras.

1 Introduction

To monitor their networks, road operators equip them
with sensor networks. Among them, optical sensors, espe-
cially cameras, are among the most convenient ones. They
are contact-less and can run multi-purpose applications: in-
cident detection, wrong-way driver detection, traffic count-
ing, etc. Degraded meteorological conditions alter the oper-
ation of the transport system in two ways. First, it is a cause
of accidents. Second, the operation range of optical sensors
is reduced. Hence, a vision-based traffic monitoring system
must take adverse meteorological conditions into account
and react accordingly. In other words, it must detect, quan-
tify and, if possible, mitigate the meteorological conditions

so as to reduce the breakdown in the road transport system
at its minimum value. This methodology has been followed
so far for the problem of illumination assessment [33] and
operation range assessment of optical sensors [22].

However, during the last decade, the problematic of vi-
sion and adverse weather conditions has been largely tack-
led [27][20][14]. However, the integration of these works
in operating surveillance systems has not been addressed
so far. In this paper, a visual surveillance system is pro-
posed which takes into account fog and rain. A background
modeling approach is used to separate the foreground from
the background in current images. Since fog is a steady
weather, the background image is used to detect and quan-
tify it. Since rain is a dynamic phenomenon, the foreground
is used to detect it. In this way, the proposed algorithms can
be implemented in existing surveillance platforms.

2 Needs for Visibility Sensing

According to [1], the road visibility is defined as the hor-
izontal visibility determined 1.2 m above the roadway. It
may be reduced to less than 400 m by fog, precipitations or
projections. Four visibility ranges are defined: <50, 50 to
100, 100 to 200 and 200 to 400. Based on these definitions,
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Figure 1. Principle of foreground (FG) and
background (BG) models separation for
weather conditions processing.
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Figure 2. Camera-based RWIS architecture.

a visibility sensor should assign the visibility range to one of
four categories and detect the origin of the visibility reduc-
tion, i.e. it should detect fog, rain and projections. These
are convenient requirements for a Road Weather Informa-
tion System (RWIS). In this paper, solutions are proposed
to detect fog and daytime rain/snow, to estimate daytime
fog density and to estimate the visibility range.

However, based upon the fact that the operation of opti-
cal sensors is altered by degraded weather conditions, there
is also needs for mitigation solutions. Such solutions im-
prove the operation range of existing outdoor vision-based
applications. In this paper, solutions are proposed to miti-
gate the impact of daytime fog and rain.

3 System Overview

3.1 Principle

Common vision-based traffic monitoring systems rely on
background modeling methods, where each video-frame is
compared against a reference or background model to iden-
tify moving objects. Due to illumination changes and "long
term" changes within the scene, it is necessary to constantly
reestimate this background model. Thereafter, the time con-
stants are generally set equal to the average maximum time
a moving object needs to cross the image. Adverse weather
conditions have different temporal dynamics. Fog is gener-
ally considered as a relatively steady weather, whereas rain
or snow are dynamic phenomena. Based upon these con-
siderations, the background model (BG) can thus be used to
detect and estimate the fog density whereas the foreground
model (FG) can be used to detect rain or snow presence.
Once these phenomena have been detected and quantified,
they can be used to generate recommendations to the drivers
or to restore the images. This principle is summarized in
Fig. 1.

3.2 Architectures

The detection of the weather conditions can be used ei-
ther to generate alert messages or to restore the images ac-
cordingly. It leads to two different system architectures.

Camera-based RWIS A first architecture of the system
corresponds to a camera-based RWIS. Safety-related events
are detected in the traffic scene and can be used to inform
the driver by wireless communications or using a Variable
Message Sign on the roadside. This solution is tested in the
framework of the European project SAFESPOT [4]. First,
BG and FG are extracted from the traffic scene. Second,
a classification algorithm decides if it is daytime or night-
time. In each case, fog detection is performed and the vis-
ibility distance is estimated. In addition, if daytime fog is
detected, the meteorological visibility distance, related to
the fog density, is estimated. Finally, daytime rain detection
is performed and a rain intensity class is determined. All
these data are collected and are sent to the traffic center us-
ing an encoded message. The overview of this architecture
is given in Fig. 2.

Pre-Processing Architecture A second system architec-
ture is a pre-processing software. Based on FG/BG sepa-
ration, weather conditions are first estimated. If daytime
fog is detected, the contrast of the image is restored with
respect to the fog density. If rain is detected, the settings
of the sensor are adjusted to reduce the visibility of rain in
the images or rain streaks are removed from the FG model.
Once the images are enhanced, they can be used by existing
applications. This architecture is summarized in Fig. 3.
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Figure 3. Pre-processing architecture.

In the following sections, the different software compo-
nents are briefly described. The idea is to give an overview
of each component and to see in particular how the BG/FG
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Figure 4. Foggy road scenes (a) by daytime
and (b) by nighttime.

are used. The theoretical foundations, in particular the mod-
eling of the visual effects of the meteorological phenomena,
are given. Their relevant descriptors are given. References
are cited for the technical details.

3.3 BG/FG Separation

The simplest form of background modeling is a time-
averaged background image. This method suffers from
many problems and requires a training period absent of
foreground objects. In addition, the approach cannot cope
with gradual illumination changes in the scene. Due to
illumination changes and "long term" changes within the
scene, it is necessary to constantly update the background
model. Many methods have been proposed to deal with
these slowly-changing signals. Sparse methods compute
the BG/FG models by using only the strong gradient edges.
Dense methods compute the BG/FG using all the pix-
els. Sparse approaches are less sensitive to illumination
changes, especially the approaches based on level sets com-
putation [2]. Unfortunately, in our case, it is not possible to
use such a method because the entire road surface (texture-
less) is required to feed the detection algorithms adequately
(see next sections). Thus, we turned ourselves to dense ap-
proaches. A comparison of different dense methods is pro-
posed in [8]. One of the best methods has been proposed by
Grimson [32] and uses an adaptive Gaussian mixture (MoG)
model per pixel. The implemented method is based on [32].
The differences lie in the update equations and the initial-
isation method, which are both described in [21]. Never-
theless, there may have some problems with illumination
changes. It creates some artifacts in the BG model, so that
the number of its edges suddenly increases. To circumvent
this problem, the number of edges is thus computed, then
its variations and a threshold is set above which the mixture
of gaussian must be initialized again. Another interesting
improvement is proposed in [30] and should be tested.

4 Fog Processing

In this section, fog visual effects are first modeled. Sec-
ond, detection methods are shown. Third, a mitigation
method of daytime fog is proposed.
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Figure 5. Daytime fog: Light coming from
the sun is scattered by atmospheric particles
and increases with the distance. The light
emanating from the object decreases with the
distance.

4.1 Visual Effects

Daytime Fog A sample of a foggy road scene acquired by
a roadside camera is given in Fig. 4(a). It is schematized in
Fig. 5. It was modeled by Koschmieder [24] who derived
an equation relating the apparent luminance or radiance L
of an object located at distance d to the intrinsic luminance
L0:

L = L0e
−βd + Lf (1− e−βd) (1)

where β is the extinction coefficient of the atmosphere and
Lf is the atmospheric luminance. In the presence of fog,
it corresponds to the background luminance on which the
target can be detected. Duntley [24] developed a contrast
attenuation law, stating that a nearby object exhibiting con-
trast C0 with the background will be perceived at distance
d with the following contrast:

C = [L−Lf/Lf ]e−βd = C0e
−βd (2)

This expression stands as a basis for the definition of a stan-
dard dimension called "meteorological visibility distance"
Vmet, i.e. the greatest distance at which a black object
(C0=-1) of a suitable dimension can be seen in the sky on
the horizon, with the threshold contrast set at 5% [9]:

Vmet = −log(0.05)/β ≈ 3/β (3)

Nighttime Fog A sample of a foggy road scene acquired
by a roadside camera is given in Fig. 4(b). It is schema-
tized in Fig.6. The luminous range is the greatest distance
at which a given light signal can be recognized in any par-
ticular circumstances, as limited only by the atmospheric
transmissivity and by the threshold of illuminance at the eye
of the observer [9]. It can be put in relation to the Allard’s
law relating the illuminance E produced on a surface by
a light source to the luminous intensity I of the source in
the direction of the surface, to the distance d between the
surface and the source, and the extinction coefficient of the
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Figure 6. Nighttime fog: The direct transmis-
sion of artificial light sources decreases with
distance. Multiple scattering creates halos
around them.

atmosphere β. The surface is normal to the direction of the
source and sufficiently distant from the source to be consid-
ered as a point source:

E = (I/d2)e−βd (4)

Contrary to single light scattering, multiple scattering takes
into account both the portion of light which is directly trans-
mitted towards the imaging system, and the portion of scat-
tered light which can then be dispersed again towards the
sensor by other particles in the medium. It creates halos or
glows around artificial light sources. The multiple scatter-
ing of light is affected by two parameters: the phase func-
tion of particles and the extinction coefficient β of the atmo-
sphere. [12] shows that this phenomenon can be assimilated
as a convolution. Assuming a specific phase function [28]
proposes an analytical model of halos based on Legendre
polynomia. [23] proposes to use Generalized Gaussian Dis-
tributions to approximate this solution.

4.2 Detection and Quantification

Since visual effects of fog differ, fog detection is differ-
ently performed in daytime and in nighttime.

Daytime Fog Assuming that the road is locally planar, the
distance of a point located at the range d on the road can be
expressed using a pinehole camera model by:

d = λ/(v−vh) (5)

where λ = Hα
cos2(θ) and vh = v0 − α tan(θ). θ denotes the

pitch angle of the camera, while vh represents the vertical
position of the horizon line. The intrinsic parameters of the
camera are its focal length f , and the size tp of a pixel. We
have also made use herein of α = f

tp
. H denotes the sensor

mounting height. In a foggy image, the intensity I of a pixel
is the result of the camera response function crf [15] applied
to (1). Assuming that crf is linear, (1) becomes:

I = crf(L) = Re−βd + A∞(1− e−βd) (6)

(a) (b)

Figure 7. Daytime fog detection: (a) original
daytime video sequence; (b) meteorological
visibility distance estimation represented by
the horizontal line.

where R is the intrinsic intensity of the pixel, i.e. the inten-
sity corresponding to the intrinsic luminance value of the
corresponding scene point and A∞ is the background sky
intensity. After a change of d according to v (5), one ob-
tains the fog density by taking the second derivative of I
with respect to v:

∂2I/∂v2 = 0 ⇐⇒ β = 2(vi−vh)/λ (7)

where vi denotes the position of the inflection point of I(v).
Vmet is deduced using (3). An implementation of this prin-
ciple is proposed in [20]. A sample result is given in Fig. 7.

Night Fog Night fog situation has been tackled in [27].
Authors compute the 3-D positions of light sources based
on two different images of the same place acquired under
two different weather conditions. They have a linearly cal-
ibrated camera and rely on Allard’s law (4). Conversely,
assuming two similar light sources placed at two distances
d1 and d2, the extinction coefficient of the atmosphere β
can be recovered using Allard’s law (4):

β = 1/(d2−d1)[log E1/E2 + 2 log d1/d2] (8)

where E1 and E2 denote the intensity of the light sources
in the image. However, such a linearly calibration is not
realistic because it leads to non saturated light sources. If
the light sources are not saturated, traffic monitoring will be
inoperative since the road surface is not enough exposed.
Since (8) is not easy to implement, the halos remain to test.
It is proposed to detect light sources in the BG model and to
estimate the profile of the halo. In this aim, ellipses are
fitted along the level lines [13] and the halo profile esti-
mated using the main axis of the ellipse. This principle is
shown in Figs.8(a)(b). In the absence of fog, the halo pro-
files are abrupt on both close and distant light sources. In
the presence of fog, the halo profiles are smooth on close
light sources and abrupt on distant light sources due to the
attenuation effect, which is dominating. By computing the
area S between the halo profiles of distant and close light
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Figure 8. Night fog detection: (a)(b) process
to estimate the halo profiles by fitting el-
lipses; (c) fitted ellipses on a sample image;
(d) estimated halo profiles.

sources, night fog can thus be detected:

S =
∫ [

I1(R)− I2(R)
]
dR (9)

This method has been prototyped and a sample result is
given in Fig. 8. Fig. 8(c) shows the detection and the fitting
of halos around artificial light sources. Fig. 8(d) gives the
estimated halo profiles around the main axes of the fitted el-
lipses. The difference between the profile of the close light
source and the furthest one is clearly marked. According
to [28, 23], the halo profiles may be also used to estimate
the extinction coefficient β and the phase function of the
atmosphere. In these papers, authors use images acquired
with a high-resolution camera device [26]. In our tests (see
section 6) obtained with a low cost CCD camera, it seems
difficult to fit the proposed halo models. This is however
good perspectives for our work.

4.3 Estimation of the Visibility Distance

The previous methods detect that the visibility is reduced
by fog and, if possible, estimate its density. However, the
same fog density in daytime or in nighttime does not re-
duce the road visibility in the same way. A generic method
is thus needed to estimate the actual visibility distance. To
perform this task, methods are already proposed in the lit-
erature. [5] computes the highest edge in the image hav-
ing a contrast above 5% using a wavelet transform. [16]
proposed a Weighted Intensity Power Spectra (WIPS) algo-
rithm. [17] proposed an algorithm which examines edges
within the image and performs a comparison of each image
with a historical composite image. However, they do not
take into account the 3-D structure of the scene to compute

(c) (d)

(a) (b)

Figure 9. Visibility distance estimation: (a)(c)
original daytime and nighttime video se-
quences; (b)(d) visibility distance estima-
tions represented by the lowest horizontal
lines.

their visibility distance. The methods are thus sensitive to
the presence of moving objects in the scene.

Based on these methods, a method is proposed which
consists in computing the distance corresponding to the
highest visible point in the driving space area in the BG
model. In this way, the method is not sensitive to the pres-
ence of moving objects in the scene. The driving space area
is obtained by computing a temporal accumulation of the
FG model. The detection of the visible edges in the BG
model is performed by a technique based on the Contrast
Sensitivity Function (CSF) of a human eye [7]. In this aim,
the angular resolution of the device used to grab the pic-
tures is computed using its optical characteristics. Then, a
contrast threshold function (CTF) is built by taking into ac-
count the angular resolution of the sensor and the inverse of
a CSF. The algebraic area Ā between the CTF and the DCT
coefficients of each 8× 8 block of pixels is computed [18]:

Ā =
∫

R∗+

[
B(f)− CTF (f)

]
df (10)

A threshold on Ā is then set to decide wether an edge is vis-
ible or not in the considered block of pixels. In this aim, the
latter is set, so that the set of visible edges using daytime ac-
quired images are the edges having at least 5% of contrast.
In this way, the edges having at least 5% of contrast are de-
tected by daytime, which is less computational demanding,
and the above described approach is used by nighttime.

4.4 Daytime Fog Mitigation

To restore the contrast, it is proposed to reverse (6),
which becomes:

R = Ieβd + A∞(1− eβd) (11)
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Figure 10. Daytime fog mitigation: (a) original
image; (b) contrast restored image.

Thanks to 4.2, (β, A∞) can be recovered. Therefore, the
remaining problem is the estimation of the depth d of the
pixels. [19] shows a depth heuristic which is relevant for
traffic applications. It is decomposed in three parts: the
road surface, the sky and the surroundings. The depth d of
a pixel at coordinates (u, v) which does not belong to the
sky region, i.e. whose intensity is lower than A∞ is given
by:

d = min(d1, d2) (12)

where d1 models the depth of pixels belonging to the road
surface and is given by (5). d2 models the depth of verticals
objects:

d2 = κ/(u−uh) (13)

In these equations, (uh, vh) denotes the vanishing point po-
sition in the image, λ depends on the intrinsic and extrinsic
camera parameters and κ > λ controls the relative impor-
tance of the vertical world with respect to the flat world.
Finally, a clipping plane at d = λ/(c−vh) is used to limit
the depth modeling errors near the horizon line. In [19], in-
vehicle methods are proposed to adjust automatically these
model scene parameters. In the context of a fixed camera,
the scene parameters can be set empirically, like in [25].

5 Hydrometeors Processing

5.1 Visual Effects

The constituent particles, called the hydrometeors, of dy-
namic weather conditions such as rain, snow and hail are
larger than in fog and individual particles may be visible in
the image. An ensemble of such drops falling at high veloc-
ities results in time varying intensity fluctuations in images
and videos. In addition, due to the settings of the camera
used to acquire the images, intensities due to rain are motion
blurred and therefore depend on the background. Thus, the
visual effects of rain are a combined effect of the dynamics
of rain and the photometry of the environment. Stochastic
models that capture the spatial and temporal effects of rain
are proposed in [14].

(a) (b)

(c) (d)

Figure 11. (a) Original rainy image; (b) BG
model; (c) FG model; (d) resulted rain
streaks.

5.2 Detection and Quantification

[14] proposes a local method to detect rain streaks in im-
ages, which relies on two constraints. First, the intensities
In−1 and In+1 must be equal and the change in intensity
due to a hydrometeor in the nth frame satisfies the con-
straint:

∆I = In − In−1 = In − In+1 ≥ c (14)

where c is a threshold that represents the minimum change
in intensity due to a rain drop. Then, they retain the pixel
if the intensity change ∆I is linearly related to the back-
ground intensity In−1. Second, they search a temporal cor-
relation in the rain streaks between neighboring pixels in
the direction of rain. Another approach is proposed in [3]
which uses global frequency information to remove rain and
snow in image space.

Once camera parameters are adjusted to see rain, back-
ground substraction can be used to extract rain streaks from
traffic videos. Indeed, they can be considered as outliers
of the Gaussian mixture. Figs. 11(a)&(b) shows a rainy
image and its corresponding BG model. Fig 11(c) shows
the FG model, where rain streaks are visible. However,
other objects are present in it. Using a floodfill algorithm,
large objects can be filtered. Then, the constraint (14) is
applied. However, instead of comparing successive images,
we check that the pixels in the filtered FG image have an
intensity greater than the BG image, what gives similar re-
sults. Thereafter, only rain streaks combined with noisy fea-
tures remain (see Fig. 11(d)). To filter the latter, rain streaks
are assumed to be majority and to be almost vertically ori-
ented. The gradients orientation is then computed on the
rain streaks using Canny-Deriche filter [11] and assigned to
a category [2]. A cumulative histogram is then computed.



The remaining task is thus to detect an eventual peak in
the histogram which can be related to the rain/snow inten-
sity. In a first approximation, it is modeled as a normal
distribution. A chi2 test is thus performed to check this as-
sumption. A sample result of histogram and normal law
fitting is proposed in Fig. 12(a). In this figure, the peak
corresponding to the rain intensity is high. It can thus be
deemed that rain or snow is falling.

If the chi2 test is negative, a bimodal distribution is as-
sumed, where the second part of the histogram contains the
orientation of noisy pixels. The latter come from small ob-
jects which remained after the filtering of the FG model.
They should theoretically not have majority orientations.
They could thus be modeled as a uniform distribution. The
complete bimodal histogram is thus modeled as a uniform-
normal mixture model whose parameters can be estimated
using an EM algorithm [10]. However, in the structured
scenes, like urban ones, the orientations of the noisy fea-
tures is not random. In particular, the horizontal noisy fea-
tures are quite numerous. Consequently, the use of two nor-
mal laws proves to be also relevant and is faster to solve
using Otsu’s algorithm for example [29]. Additional work
is still needed to validate the approach.

5.3 Mitigation

[6] proposed to mitigate the impact of wet roads on the
operation of AID systems. [14] proposed to adjust the set-
tings (lens aperture, exposure time) of a camera to reduce
the visibility of rain streaks in images. In camera-based
surveillance systems, the settings of the cameras are either
fixed or automatically varied using an auto-iris lens. Instead
of reducing the visibility of rain streaks in the images, an al-
ternate process is to remove them from the BG model. In the
previous paragraph, rain orientation was obtained thanks to
a global information on the gradients orientation in the FG
model. To remove rain streaks, a local but robust method
must be used to estimate the orientation of the pixel blobs.
In this aim, the geometrical moments of the blobs are com-

(a) (b)

Figure 12. (a) Histogram of gradients orienta-
tion of the rain streaks and fitting of a normal
law; (b) Mitigation of the rain in the FG model
by filtering of the rain drops.

puted and their orientation is deduced [31]. The blobs with
an orientation corresponding to the rain one are considered
as rain components and are removed from the FG model.
Following this principle, the rain streaks are put in green in
Fig. 12(b) and the other moving objects are put in red.

6 Experimental Results

The experimental results in this paper are not numerous.
They are rather used to illustrate the potential of analyzing
separately the BG and FG models in order to estimate the
environmental conditions.

Fog Currently, we do not have at our disposal video se-
quences of fog acquired by a roadside camera. Conse-
quently, the described system, summarized in Figs. 2&3,
has only been tested on a reduced scale model using a glass
tank in which some scattering medium is injected using a
fog machine. The sun is replaced by two strong light pro-
jectors. The sky is replaced by some scattering material put
on the roof of the aquarium. For night tests, we used pow-
erful LEDs to simulate a public lighting installation. Some
remote control cars are used to create road traffic. The orig-
inal video sequences with a moving car inside the tank are
illustrated in Figs. 7(a) and 9(c). Meteorological visibil-
ity estimation is shown in Fig. 7(b). Night fog detection
is shown in Figs. 8(c)&(d). Visibility distance estimation
is shown in Figs. 9(b)&(d). Finally, contrast restoration is
shown in Fig. 10.

Hydrometeors The results concerning the processing of
hydrometeors are obtained using a challenging video se-
quence in an urban context with a lot of moving objects.
This video is illustrated in Fig. 11(a). Results are given in
Fig. 11(b)(c)&(d) and Fig. 12.

7 Conclusion

In this paper, a scheme is proposed which consists in pro-
cessing the environmental conditions using outdoor video
cameras. A first architecture of the system corresponds to
a camera-based RWIS and can be used to warn the drivers
about inclement weather conditions. A second architecture
of the system corresponds to a pre-processing architecture
which enables to mitigate the impact of weather conditions
on the operation of surveillance applications. The different
components are described. A MoG is used to separate the
foreground from the background in current images. Since
fog is a steady weather, the background image is used to de-
tect and quantify it. Since rain is a dynamic phenomenon,
the foreground is used to detect it. In this way, the pro-
posed algorithms can be implemented in existing surveil-



lance platforms without revising the system architecture.
Methods to detect, quantify and mitigate fog and rain are
presented and illustrated using actual images. An additional
method is used to estimate the visibility range. All these
methods rely on the modeling of visual effects of rain and
fog. In a close future, the technical validation of these meth-
ods and their integration in the SAFESPOT project applica-
tions is foreseen.
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