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Abstract

High Dynamic Range (HDR) rendering has a growingcgss in video-games and
virtual reality applications, as it improves theage quality and the player's immersion
feeling. In this paper, we propose a new methodetian a physical lighting model, to
compute in real time a HDR illumination in virtuahvironments. Our method allows to
re-use existing virtual environments as input, aochputes HDR images in photometric
units. Then, from these HDR images, displayablé 8vtages are rendered with a tone
mapping operator and displayed on a standard digmalavice. The HDR computation
and the tone mapping are implemented in OpenScepdGwith pixel shaders. The
lighting model, together with a perceptual tone piag, improve the perceptual realism
of the rendered images at low cost. The methdtu@riated with a practical application
where the dynamic range of the virtual environnierst key rendering issue: night-time
driving simulation. This work will be published tire CGI 2010 conference.
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1. Introduction

Immersion is a major goal for virtual reality amalions. Among the factors which
contribute to this objective, the perceptual realief the displayed images is
paramount. The most straightforward way to achipeeceptual realism is to get
physical realism. However, reaching physical r@alisises tough problems, both in
terms of real-time computation and physical modglliNext, one must collect the
photometric and colorimetric data needed for themination computation. Then, the
full simulation of the scene illumination in larg@tual environments is far from real
time. And finally, one cannot avoid the technidahits of current display devices,
which are not designed to display physical High &wic Range (HDR) luminance
values but Low Dynamic Range (LDR) 8-bit images.

Due to the limited luminance gamut of typical LDRpmlay devices, one cannot avoid
to loose physical realism somewhere along the ramgipipeline. Usual LCD display
devices cannot render bright light sources (limituad 300cd/m?) or very dark areas
(lower than 1cd/m?2). In contrast, the sensitivifytlee human photoreceptors ranges
between 18cd/m2 for starlight and £6d/m2 for sunlight. Thus, the HDR input range
of the physical visual signal must be mapped tayreamic range of the LDR display
device, using a tone mapping operator keeping parakrealism.

EuroVR-EVE 2010 CNRS/LIMSI — University Paris-Sud, Orsay (France)



S % ¥ iledeFrance
o - VR AF RV

depaszer les frontides

To address the issue of perceptual realism foraotere applications, we propose a
two-step approach, summarized in Fig. 1. A reaktimodel of illumination leads to

an intermediate HDR physical representation of ithages to be displayed, in

photometric units, thanks to a photometric desionipof the light sources and of the
surfaces. Then, a glare simulation [2] followed &ytone mapping operator [1]

transform the physically realistic HDR images ip&rceptually realistic LDR images

on the fly. To our sense, our main contributiothet any existing virtual environment
may be rendered with this pipeline, with only a fiewdifications of the environment,

and a true improvement of the perceptual realism.

Virtual e HDR Glare Tone LDR
A ~ Sl e o
Environment 1mages Simulation Mapping mages Fi gure
1: Proposed approach: a physically-based HDR reimdgrs followed by a perceptual tone
mapping.

2. Framework
In the following, we propose a pipeline for the dering of HDR virtual
environments on conventional display devices (Big5]). The proposed framework
includes 3 steps (the first one is offline):
- Pre-processing of an existing LDR virtual envirent, providing a HDR
photometric description of the light sources.
- HDR rendering of the virtual environment usingleysically based rendering
model (see left of Fig. 2).
- Post-processing of the HDR images (glare and toaeping), to compute
displayable LDR images with perceptual attributeschbbse as possible to
those in the HDR image (right of Fig. 2).

a. HDR light sources
Depending on the available virtual environment,lilet sources must be modified or
added. For the illumination model, the intensity déine shape of the light sources are
given in photometric and goniometric units, takeanf lighting designers and lighting
databases. For the direct illumination (when tigatlisource is in the field of view),
the light source texture is converted from a LDRatbiDR texture image, (or to an
Em ssi ve Material, see th®Rboxin Fig. 2) according to photometric data.

b. The HDR lighting model
The virtual environments include texture informatiand materials description. Our
hypothesis is that the final tuning of the textunes set in order to get the right visual
appearance of any surface, on a screen with a giges 2.2 in the following). Thus
we converted the texture imagesmto dimensionless reflectance maps

p=T"

This trick enables to re-use existing LDR virtualveonments with a physical
lighting model, using the HDR light sources desedilin photometric units.
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Figure 2: HDR rendering pipeline for virtual enviraents based on a physical lighting
model and a perceptual tone-mapping.

Glare

Then, as in Phong's model, the luminahces split in 3 partsL = La + Lp + Ls
(Ambi ent, D f f use andSpecul ar [3,6]). In the following,l is the intensity of
the light sourceM the material, and the reflectance map from Eq. 4, is the
distance between the light source and the surtas#) the angle between the incident
light and the normal, andos ¢ the anglebetween the reflection vector and the eye.
The HDRAnbi ent term La provides an illumination to everything in the seethe

Di f f use luminance I models light reflections equally scattered in ditections,
and theSpecul ar luminance s models the reflections on mirror-like surfaces:
pIpMp cosf g = pfgﬂ[gr,'o,e(ﬁh

La=plaMa  Lp="""70 < =

c. Tone Mapping
A number of tone mapping operators have been peapdor our two-step approach
(Fig. 1), we needed a tone mapping operator whachires key perceptual attributes
in the images. Thus, we adapted Irawan et al.@ritthgn [1], which is derived from
the Histogram Adjustment method proposed by Wardl.ef7], and also takes into
account the temporal adaptation of the human visystem with a psychophysical
model derived from Pattanaik et al. [4]. This oparavas designed to keep perceptual
realism in terms of visual performance and tempaddptation, so we could take
advantage of the physical illumination model in Wivtual environment.

3. Results

Fig. 3 shows screenshots, as well as a view obtlgnal LDR environment. The
Rivoli Environment, including 75 light sources, runs @tfBames per second, with
1680x1050 images on a Intel Core2 Duo, with a rvideForce GTX 280 GPU. The
graphic pipeline is implemented @penSceneGraphith pixel shaders.
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One practical advantage of the proposed technigjtleai one can easily re-use such
an existing LDR environment, for instance for vidgames and driving simulators
applications.

Figure 3: Screenshots of the HDR night-time rendering of the Rivoli virtual
environment. Top left: original LDR environment used as input.

4. Conclusion

We propose a HDR rendering pipeline for interac@ypplications, focusing on the
perceptual realism of virtual environments. Theepiee was demonstrated in a city
street environment at night, with only small chagethe environment description.
The HDR environment is then rendered using a phetocnmodel of illumination
allowing us to include dozens of light sources. Tesulting HDR images are
processed by a glare simulator and a perceptualrt@pping operator.

As the aim of the proposed rendering pipeline waregptual realism, an important
issue is to assess the visual quality of the dygglamages. This may be done by
comparing the displayed images with various statthe art tone mapping operators,
with subjective and/or objective criteria.
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