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Abstract Realistic images can be computed at interactive
frame rates for Computer Graphics applications. Mean-
while, High Dynamic Range (HDR) rendering has a grow-
ing success in video games and virtual reality applications,
as it improves the image quality and the player’s immersion
feeling. In this paper, we propose a new method, based on
a physical lighting model, to compute in real time a HDR
illumination in virtual environments. Our method allows
to re-use existing virtual environments as input, and com-
putes HDR images in photometric units. Then, from these
HDR images, displayable 8-bit images are rendered with a
tone mapping operator and displayed on a standard display
device. The HDR computation and the tone mapping are
implemented in OpenSceneGraph with pixel shaders. The
lighting model, together with a perceptual tone mapping,
improves the perceptual realism of the rendered images at
low cost. The method is illustrated with a practical applica-
tion where the dynamic range of the virtual environment is
a key rendering issue: night-time driving simulation.
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1 Introduction

Immersion is a major goal for virtual reality applications.
Among the factors which contribute to this objective, the
perceptual realism of the displayed images is paramount [8].
The most straightforward way to achieve perceptual realism
is to get physical realism. However, reaching physical real-
ism raises tough problems, both in terms of real-time com-
putation and physical modeling. First, true photorealism im-
plies very accurate 3D models. Next, one must collect the
photometric and colorimetric inputs (light source descrip-
tion, spectral representation, material texture, BRDF, etc.)
needed for the illumination computation. Then, the full sim-
ulation of the scene illumination (either with radiosity or ray
tracing methods) in large virtual environments is far from
real time. And finally, one cannot avoid the technical limits
of current display devices, which are not designed to dis-
play physical High Dynamic Range (HDR) luminance val-
ues but Low Dynamic Range (LDR) 8-bit images (however,
see Seetzen et al. [35]).

Due to the limited luminance gamut of typical LDR
display devices, one cannot avoid to lose physical realism
somewhere along the rendering pipeline. For instance, usual
LCD display devices cannot render light sources (they are
limited around 300 cd/ mz), and cannot render very dark ar-
eas (the minimum luminance in an office may be around
1 cd/m?). In contrast, the sensitivity of the human pho-
toreceptors ranges between 107 cd/m? for starlight and
108 cd/m? for sunlight [9]. Thus, the input range of the
physical visual signal must be mapped to the dynamic range
of the display device (2 orders of magnitude only). The pur-
pose of tone mapping operators is to transform the HDR im-
ages into LDR images which can be displayed on conven-
tional display devices, still keeping perceptual realism.
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Fig. 1 Proposed approach: a physically-based HDR rendering is fol-
lowed by a perceptual tone mapping

This perceptual realism is related to photometric indexes:
for instance, the human visual system is sensitive to lumi-
nance contrast rather than to its absolute values [39]. Thus,
one may modify the physical luminance values in the im-
ages, and still keep the perceptual levels of contrast percep-
tion [27, 40].

To address the issue of perceptual realism for interactive
applications, we propose a two-step approach, summarized
in Fig. 1.

1. A real-time model of illumination leads to an interme-
diate HDR physical representation of the images to be
displayed, in photometric units, owing to a photometric
description of the light sources and of the surfaces.

2. A glare simulation [16] followed by a tone mapping oper-
ator [14] transform the physically realistic HDR images
into perceptually realistic LDR images on the fly.

The graphic pipeline is implemented in OpenSceneGraph
with pixel shaders, and runs in real time (30 frames per sec-
ond) in full HD. To our sense, our main contribution is that
any existing virtual environment may be rendered with this
pipeline, with only a few modifications of the environment
and a true improvement of the perceptual realism.

2 Background
2.1 HDR rendering

There are many ways to perform the lighting of a virtual
environment. For real-time applications, ray-tracer engines
such as OptiX [25] are emerging; however, these tools are
still limited to specific GPUs, and do not provide any in-
terface between the virtual environment and the render-
ing engine. In video games, one popular method is to pre-
compute light-maps with a global illumination algorithm,
and to load them in the application which avoids comput-
ing the lighting in real time. For instance, interactive appli-
cations were proposed with this approach, including a tone
mapping at interactive frame rates [7, 33]. The problem with
pre-computed global illumination is that it excludes mov-
ing light sources and moving objects passing under the light
sources. Thus, most interactive applications need alternative
rendering strategies.
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Recent advances in hardware enable to program OpenGL
and DirectX applications to compute environment mapping
(an efficient method to simulate complex mirroring surfaces)
using HDR image-based lighting [6]. These applications
simulate light reflection, refraction, Fresnel effect, chro-
matic dispersion, blooming and glare. However, the eight
light sources provided by OpenGL do not suffice for most
applications.

Some libraries for HDR rendering have emerged, no-
tably in the open-source rendering engines Ogre3D [20] and
OpenSceneGraph [26, 37]. HDR rendering is also becoming
a standard feature in video games such as Half Life and Cr-
ysis [5, 23], where it makes participative media and bright
light sources more realistic. HDR rendering is used with ad-
vanced lighting and post-processing effects, such as glare,
which improves the apparent brightness of the light sources.

2.2 Glare rendering

Usual display devices are not bright enough to produce a
glare experience. Thus, post-processing effects have been
proposed in order to simulate glare in Computer Graphics
applications [24]. Spencer et al. [36] used a point-spread-
function as a convolution filter to simulate the physiologi-
cal veiling luminance responsible for the glare, however not
in real time. Some tone mapping operators included a glare
simulation based on Spencer’s paper [7, 41].

Instead of this physiological model, Gaussian functions
may be used around light sources to simulate the glare expe-
rience [16]. This technique is fast and very popular in video
games, and was implemented in our pipeline. Recently, two
models of glare based on wave optics also gave convinc-
ing results; however, these techniques need more computing
power [15, 32].

2.3 Tone mapping operators

The interest for HDR capture and imaging may be noticed
from the beginning of photographic art, and was already ad-
dressed by painters. But there was an increasing interest in
the image community since the development of tone map-
ping operators (see Reinhard et al. for a review [31]).

Some of these operators can process HDR videos
[14, 28], create glare and blooming effects [17, 41] and sim-
ulate the visual acuity and adaptation to light and darkness,
using criteria related to psychophysical data [9, 28]. These
techniques are of great interest for the rendering of virtual
environments because they make it possible to use an HDR
representation of the scene illumination far away in the ren-
dering pipeline, thus improving the final visual quality.

In the past 15 years, a number of operators were pro-
posed, and the focus of attention moved towards assessing
the visual quality of the resulting images [3, 18, 19, 43].
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The key issue is the difference, depending on the operator,
in terms of the resulting visual appearance. To select an op-
erator for a given application, the main image quality criteria
deal with immersion (e.g. visual appearance, see [22]) and
fidelity (e.g. visual performance, see [11]).

Note that the tone mapping operators used in video
games are generally very basic (e.g. a power function, a log-
arithm, or a sigmoid), due to the need for a fast rendering.

3 The HDR rendering pipeline
3.1 Framework

Perceptual realism is not always a major objective in video
games and interactive applications, where esthetics and ex-
pressivity may be more important. However, when available,
perceptual realism improves the immersion feeling. Our pro-
posal is that an HDR rendering can take advantage of a phys-
ical description of the virtual environment (light intensity
in candela, luminance in candela per square meter (cd/m?),
reflectance, etc.) leading to physically-based HDR images.
Thus, an HDR rendering may strongly improve the percep-
tual realism of virtual environments.

In the following, we propose a pipeline for the rendering
of HDR virtual environments on conventional display de-
vices, summarized in Fig. 2 [29]. From an HDR photometric
description of the light sources, together with an LDR vir-
tual environment, a physically based rendering model com-
putes HDR images of the environment, with physical val-
ues as close as possible to the simulated scene (Fig. 2, top
of the pipeline). Then, a tone mapping operator computes
LDR displayable images with perceptual attributes as close
as possible to those in the HDR image (Fig. 2, bottom). As
stated by Tumblin and Rushmeier, perceptual realism aims
at “a close match between real-world and display (. ..) sen-
sations” [38].

Of course, real-time applications lead to a trade-off be-
tween physical accuracy and computing speed. The pipeline
computes an illumination model on the GPU, as well as a
tone mapping operator, with pixel shaders in cascade (see
Figs. 2 and 4). It also addresses the practical issue of re-
using existing virtual environments, with minimal effort.
The proposed framework includes 3 steps (the first one is
off-line):

— Preprocessing of an existing LDR virtual environment,
providing an HDR photometric description to the light
sources.

— HDR rendering of the virtual environment (see top of
Fig. 2 and Sect. 4.1).

— Post-processing of the HDR images (glare and tone map-
ping), to compute displayable LDR images (bottom of
Fig. 2 and Sect. 4.3).

3.2 HDR light sources

To render virtual environments with luminance and color
values related to real physical data, we propose a photomet-
ric interpretation of modified virtual environments. Depend-
ing on the available virtual environment, the light sources
must be either modified or added.

Two descriptions are used for each light source: one for
the illumination model, another one for the rendering of the
direct illumination when the light source is in the field of
view.

— For the illumination model, the intensity and the shape
of the light sources are given in photometric and gonio-
metric units, taken from lighting designers and lighting
databases.

— For the direct illumination, the light source texture is con-
verted from an LDR to an HDR texture image, accord-
ing to photometric data. When such an emissive surface is
found in the rendering process, then HDR texture is taken
into account instead of the illumination computation (the
Emissive component of the Material may also be used
here, see the OR box in Fig. 2).

3.3 The HDR lighting model

To render virtual environments with luminance and color
values related to real physical data, we propose a physical
interpretation of virtual environments. These environments
include texture information and materials description; how-
ever, these data are seldom linked with the physical proper-
ties of light emission and reflection.

As the sensor settings of the texture photographs are usu-
ally lost, we made an assumption about the visual tuning
performed by the Computer Graphics artist when creating
the virtual environment. Our hypothesis is that the final tun-
ing (texture intensity, Diffuse component of the materi-
als, etc.) was set in order to get the right visual appearance of
any surface, with an Ambient light set to 1.0. Thus, given
that these tunings were chosen on a screen with a given y
(y = 2.2 in the following), we converted the texture images
T into dimensionless reflectance maps p, allowing further
illumination computations on the three color channels with:

p=T7. (M

This trick enables to re-use existing LDR virtual environ-
ments with a physical lighting model, using the HDR light
sources described in photometric units.

Then, a physical luminance is computed for the three
color channels on every pixel in real time. As in Phong’s
model, the luminance L is split into three components:
L=Ls+ Lp+ Ls (Ambient, Diffuse and Specu-
lar [23, 30]).
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Fig. 2 HDR rendering pipeline
for virtual environments based
on a physical lighting model and
a perceptual tone mapping. Top:
HDR computation of the scene
illumination (physical realism).
Bottom: glare simulation, tone
mapping and display (perceptual
realism)
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where /4 is the Ambient intensity of the light source, M4
is the Ambient material, and p is the reflectance texture
map from (1). Due to the fact that in OpenGL, the Dif-
fuse and Specular components only take into account
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light source

virtual sensor

surface

Fig. 3 Normalized vectors for the lighting computation

one light reflection, the Ambient term may be understood
as a shortcut for:

— complex inter-reflections;
— uniform illumination by the sky dome.

If the Ambient luminance of a surface, due to the sky il-
lumination, is L4 = pE /7 (with E the surface illuminance
due to the sky), one may set I4 = E/m for the Ambient
sky contribution, while M4 = 1. Thus, the Ambient com-
ponent is related to the physical illuminance level E due to
the sky. Then, the inter-reflection component of L4 needs
more information about the inter-reflections (it is not con-
sidered in the following).

The HDR Diffuse (Lp) and Specular (Lg) compo-
nents are directional and depend on each light source and
material photometric properties. The Dif fuse luminance
models light reflections equally scattered in all directions.
The light reflected towards the virtual camera is computed
as:

_ pIpMpcos6

L 9
b wd?

(3)
where Ip is the Diffuse intensity of the light source to-
wards the reflecting surface (in candela), Mp the Diffuse
material, cosd = —i.n is the illumination angle (see Fig. 3
for the vector notations), and d is the distance between the
light source and the surface. The Diffuse luminance Lp
is the result of a physical interaction between the Dif-
fuse light component (set to the light source intensity /)
and the Dif fuse (Lambertian) material reflection, under-
stood as the diffuse reflection coefficient p Mp: for instance,
for snow pMp ~ 1.0.

The specular reflection models the highlights caused by
reflections on mirror-like surfaces. The Specular lumi-

nance Lg is computed with the same kind of physical inter-
pretation of Phong’s model as for L p:

_ plsMs coso’h

L
5 wd?

, 4)
where cosa =r.e (see Fig. 3): r is the reflection vector and
e the “eye” vector (from the surface to the eyes). I is the
Specular light intensity, Mg is the Specular material,
and sh the material shininess. In our implementation, the de-
fault value was sh = 64.

3.4 Tone mapping

A number of tone mapping operators have been proposed in
order to compress the dynamic range of HDR images into
the 8 bits of usual digital images. For virtual environments,
some specific issues arise, such as real-time computation
and temporal adaptation, which few operators address.

In order to fulfill the requirements of our two-step ap-
proach (Fig. 1), we needed a tone mapping operator which
secures key perceptual attributes in the images. We were
driven towards operators which use psychophysical mod-
els of the human visual system. For interactive applications
where the gaze direction is not known, we did not consider
local adaptation models such as [7, 33]. Pattanaik et al.’s
model was not selected either [28], as it focuses on a color
appearance model [13] rather than on visual performance.

In the following, we adapted Irawan et al.’s algorithm
[14], which is derived from the Histogram Adjustment
method proposed by Ward et al. [41], and also takes into
account the temporal adaptation of the human visual sys-
tem with a psychophysical model derived from Pattanaik
et al. [28]. This operator was designed to keep perceptual
realism in terms of visual performance and temporal adap-
tation. Thus, we could take advantage of the physical illu-
mination model in the virtual environment.

The first part of the operator is based on a general-
ized visibility threshold model which extends a conventional
Threshold-versus-Intensity (TVI) function [9] to account for
the viewer’s visual adaptation state. A temporal adaptation
model includes fast and slow neural mechanisms as well
as photopigment bleaching. The second part of the operator
uses the generalized threshold model (TVIA) as a constraint
to compute the Histogram Adjustment, mapping “world” lu-
minance to display luminance. With this constraint, “world”
luminance values which are not visibly different will map to
“display” luminance values which are not visibly different
either.

4 Real-time implementation

The rendering pipeline was implemented with the pixel
shader technology, which is versatile and supports an easy
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implementation of the physical equations. It is also efficient
in computational speed, and allowed to use £loat values
all along the physical lighting computations. The render-to-
texture of the HDR images used a 32-bit texture buffer.

4.1 A pixel shader for lighting

A realistic real-time lighting simulation could not be reached,
to date, with a large number of light sources. Moreover, the
OpenGL pipeline is limited to 8 light sources, which is not
sufficient, for instance, for a night-time driving simulator.
We have implemented a potentially much higher number of
HDR light sources in a single pixel shader, computing the
HDR rendering in one pass.

The critical feature which limits the pipeline’s perfor-
mance is the number of light sources which contribute to
a pixel’s illumination. In order to allow a larger number of
light sources, those which do not contribute in a significant
way to a pixel illumination are not taken into account at this
pixel for the Di f fuse component. A threshold for the illu-
minance level was set to Epj, (in Lux), so that a threshold
distance d; is computed for each light source:

IDmax
di = | ; %)
! Emin

where Ipmax is the maximum output intensity of the light
source. For practical applications, Ep;, should be tuned to a
value consistent with the illumination level in the scene.

4.2 Pixel shaders for the glare simulation

The tone mapping applies to an image which is the addition
of the physical HDR image and a glare image (see Fig. 2).
The glare image simulates the veiling glare due to the light
sources, which cannot be experienced on conventional dis-
play devices.

The glare simulation is computed on the HDR image with
an approach close to Kawase’s [16], using a set of Gaussian
functions around light source pixels, on a sub-sampled im-
age (for computational efficiency). The sub-sampling is
computed for each pixel at level i as the maximum over
four pixels at level i — 1, because the usual arithmetic mean
would lead to counter-intuitive visual results for approach-
ing lights. The filter F is computed as:

F =k[A}G(0) + 22G(20) + 413G (40)], ©)

where G (o) is a normalized Gaussian function with vari-
ance o, and A; are weighting coefficients set to 8/14, 2/14
and 4/14 (so that A1 + A2 + A3 = 1). In contrast with
Kawase, we normalized the Gaussian functions in order to
control that the amount of light which is spread onto the im-
age is proportional to the light source energy. The energy
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rate which contributes to the glare effect is k, which is set to
0.06 in the following. The Gaussian filters are implemented
with 2 pixel shaders each, for the convolutions in the hori-
zontal and vertical dimensions.

4.3 Pixel shaders for tone mapping

The tone mapping is a post-processing step in the render-
ing pipeline. Irawan et al.’s algorithm [14] was implemented
with 9 pixel shaders in cascade, each one using the results
from the previous one. The algorithm is based on Ward’s
Histogram Adjustment method as far as static tone mapping
is concerned citeWard1997, and uses a physiological model
of light and dark adaptation as far as temporal adaptation
is concerned [28]. The shaders are described in Fig. 4. In
the proposed implementation, the operator was restricted to
the contribution of the cone photoreceptors, as even in the
mesopic domain, the contribution of the rod photoreceptors
has little effect on the luminance beyond 0.1 (:d/m2 [1],
which is lower than even the darker areas of most display
devices.

1. The first shader converts the HDR image into a lumi-
nance channel L and two color channels, from the RGB
to the XYZ color space. Then, log;o(L) is computed in
order to anticipate the next shader.

2. The adaptation luminance L, is the overall light level our
eyes perceive. It is computed as the log;y-mean of the
luminance, using a mip-mapping process from the previ-
ous shader. The higher level of the mip-map is the log;,-
mean of the entire image.

3. The luminance level where our eyes are fully adapted not
only depends on the adaptation luminance L, (), but also
on the adaptation levels at previous time steps. Moreover,
as the eyes adapt locally, a local adaptation state is com-
puted for each pixel in the image (see Irawan et al. [14]).
These mechanisms are implemented with a buffer con-
taining the past adaptation values (see Fig. 4), updated at
each time step.

4. The TVIA (Threshold versus Intensity and Adaptation)
provides the minimum visible luminance difference for
a given adaptation state and a given luminance value.
The TVIA computation needs two shaders: the first one
(shader 4) computes the amount of additional response
AR needed in order to perceive a luminance offset AL.
The minimum of AR is taken as the minimum response
variation for a visible variation of luminance.

5. The second stage (shader 5) computes the TVIA function
itself (see (6) in Irawan et al.’s paper).

6. The luminance histogram of the HDR image is com-
puted on a low-resolution image obtained with the mip-
mapping. In the same shader, the thresholds for each bin
of the histogram are computed using the TVIA function,
along with the number of pixels above threshold for each
bin.
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Fig. 4 The proposed pipeline
implements Irawan et al.’s tone
mapping operator in 9 pixel
shaders in cascade, to convert
an HDR image into a
displayable LDR image. The
numbers stand for the pixel
shaders (the TVIA computation
needs two shaders, 4 and 5).
Shader 3 uses a memory buffer
which stores the past values of
the visual adaptation state
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Fig. 5 Screenshots of the HDR night-time rendering of the Rivoli vir- »

tual environment. 7op: original LDR environment used as input

7. The Histogram Adjustment is computed, spanning the
trimmings in the histogram bins where the threshold is
not reached.

8. The cumulated histogram is computed and normalized,
leading to a tone mapping function between the HDR and
LDR luminance values.

9. The last step is the tone mapping itself. The HDR lumi-
nance values are mapped to LDR values using the tone
mapping function. In order to save computing time while
keeping the overall image quality, the luminance values
are interpolated, which lowers the number of bins in the
histogram. Finally, the color information from the first
stage is combined with the LDR luminance value to com-
pute a displayable image in the RGB color space.

The tone-mapped image is finally displayed on a display
device with a given yp value (see Fig. 2). We used yp = 2.2
for an LCD display device, and yp = 1.8 for a video projec-
tor.

5 Results

To illustrate the proposed rendering pipeline, videos were
computed using the Rivoli virtual environment which was

previously developed for a driving simulator application [10].

Figure 5 shows screenshots from these videos, as well as a
view of the original LDR environment (a video is available
online as supplementary material of the present paper).

One practical advantage of the proposed technique is that
one can easily re-use such an existing LDR environment,
where each surface includes an OpenGL material and/or tex-
ture. Virtual environments developed for video games and
driving simulators are thus ready-to-use for HDR rendering
with the proposed pipeline, providing that a limited list of
changes is performed. In the Rivoli example, the changes in
the virtual environment were the following:

— The texture images of the headlights of motor vehicles
were replaced by HDR textures. These HDR textures
were the previous LDR textures tuned to the physical
luminance of the headlamps (photometric data from the
University of Michigan were used [34]).

— Street lighting luminaries were added, with Emissive
values set to photometric intensities, taken from actual
street luminaries.

Both kinds of light source were shaped in order to get closer
to actual goniometric data, through attenuation functions.
For the street lighting, we used

sin(20)
-]

ID = IDmax |:0-5 + (7)
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with a maximum for 6 = 45° down the street. The car low
beams used 25°-width lobes directed 12° down the road.

The Specular term was modified for the low beam re-
flections on the road surface, as the Phong model is known
to be bad at simulating the specular reflections under raking
light.

The Rivoli environment, including 75 light sources, runs
at 30 frames per second (fps), with 1680 x 1050 images
on an Intel Core2 Duo, with a nVidia GeForce GTX 280
GPU. This performance was obtained with 70 bins in the lu-
minance histogram (shaders 5-7 in Fig. 4), using the fifth
mip-map level in the tone mapping pipeline. The minimum
illuminance contribution was set to Enin = 1 Lux.

6 Conclusion

We propose an HDR rendering pipeline for interactive ap-
plications, focusing on the perceptual realism of virtual en-
vironments. The pipeline was demonstrated in a city street
environment at night. The main contribution is to improve
the perceptual realism of existing virtual environments, with
only small changes in the environment description. The only
mandatory changes concern the light sources intensity and
emissive shape. The HDR environment is then rendered us-
ing a photometric model of illumination allowing to include
dozens of light sources. The resulting HDR images are then
processed by a glare simulator and a tone mapping operator,
which simulate eye vision.

Future work should address two main issues: image qual-
ity and image evaluation. In order to improve the pipeline
performance in terms of image quality, several issues have
to be addressed. An accurate rendering of glare effects may
be implemented following Kakimoto et al. [15] or Ritschel
et al. [32], however with a computational cost compared to
the current implementation. Moreover, the key issue in glare
rendering may not be the computation itself, but the light
source intensity value in the virtual sensor’s direction. Thus,
instead of splitting the light source representation into an
emissive part (for the scene illumination) and an HDR tex-
ture (for the direct sensor illumination), one promising ap-
proach may be to gather them into a single representation of
the light source.

Of course Phong’s model is far from perfect, but in our
application it produced good results, due to the fact that the
photometric inputs were well selected.

The main limitation of the physical model is that, us-
ing OpenGL, the light transport is limited to one reflection
from the light sources towards the virtual camera (the Am-
bient component is only a rough approximation of the
inter-reflections complexity). An improvement would be to
pre-compute off-line the Ambient parameter L4 for each
object with a global illumination limited to the static light

sources, adjusting L 4 to the inter-reflection contribution for
each surface.

Another improvement concerns the photometric values
of the Specular parameters of the surface materials, Mg
and sh, which were both set to default values in our exam-
ple, due to the lack of available photometric database. Fu-
ture work includes the measurement of road surfaces’ spec-
ularity and BRDF with a gonio-photometer developed at the
LCPC [12]. Then, the “BRDF-shop” proposed by Colbert
et al. may help to choose the BRDF parameters once the
target shape is known [4], thus discounting Phong’s model.

As the aim of the proposed rendering pipeline was per-
ceptual realism, an important issue is to assess the visual
quality of the displayed images. This may be done by
comparing the displayed images with various state-of-the-
art tone mapping operators, as most of them (at least the
“global” ones) may be implemented at interactive frame
rates [2]. The comparison method may either use subjec-
tive assessment as in video coding [42], or objective criteria,
such as visible differences [21].
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