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IRIT – Équipe TCI
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Abstract
In the context of computer vision, matching can be done

using correlation measures. This paper presents new algo-
rithms that use two correlation measures: the Zero mean
Normalised Cross-Correlation, ZNCC, and the Smooth Me-
dian Absolute Deviation, SMAD. While ZNCC is efficient in
non-occluded areas and non-robust near occlusions, SMAD
is non-efficient in non-occluded areas and robust near oc-
clusions. The aim is to use the advantages of ZNCC and
SMAD to deal with the problem of occlusions and to obtain
dense disparity maps. The experimental results show that
these algorithms are better than ZNCC-based algorithm and
SMAD-based algorithm.

1. Introduction
One of the goals of stereovision is basically to find the

third dimension from two images taken from two different
angles. While solving this problem, two other subprob-
lems occur: calibration and matching. Matching is an im-
portant task in computer vision because the accuracy of the
3D reconstruction depends on the accuracy of the matching.
Matching is a difficult task because of: intensity distortions,
noises, untextured areas, foreshortening and occlusions.A
lot of algorithms have been proposed [16] to take these dif-
ficulties into account. The present paper only deals with
matching using correlation measures [2].

In our previous work [5], the commonly used correlation
measures have been presented and classified into five fami-
lies; eighteen new correlation measures that are robust near
occlusions have been proposed. In a scene, depth discontinu-
ities induce occlusion problems. Pixels with different depth
from the pixel being studied may be considered as outliers.
Our robust measures are based on robust statistics tools be-
cause they are insensitive to outliers. We showed in [5] that
SMAD is one of the most robust near occlusions whereas
ZNCC is more efficient than SMAD in non-occluded ar-
eas. Consequently, we propose new algorithms that use both
ZNCC and SMAD to obtain good results on the whole im-
age. The most important difficulty of this kind of algorithm
is to detect occlusions.

First, our definition of occlusions is given and some of
occlusion detection methods are presented. Second, our al-
gorithms are described. Third, we set up an evaluation pro-

tocol that compares all the algorithms. Finally, the results
are discussed and conclusions drawn.

2. Occlusions: definitions and detection

The left and right images are denoted by�� with � � � � �
and the following notations are used:	 The size of the correlation windows is
�� 
 �� �
�� 
 ��

and� � 
�� 
 ��
�� 
 ��, �, � � IN�;	 � � ��� with � � � � � is the pixel in the image�� at coordi-
nates
� � � � and� � ��� is the grey level of this pixel;

The following definitions are used (figures 1 and 2):	 Occluded pixelsare pixels without correspondent:� 
� � ��� � � �� if � ���� is an occluded pixel�
otherwise.

(1)	 Occlusion areacontains all the occluded pixels in�� :�� 
�� � � �� ����  � 
� � ��� � � �! (2)	 Pixels near occluded pixelsare the pixels in the neigh-
borhood of occluded pixels. This neighborhood is re-
lated to the size of the correlation window: it corre-
sponds to the morphological dilation of the occlusion
area using the correlation window as structuring ele-
ment:" � 
�� ��� � � �� if

� 
� ���� � � �
and # 
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otherwise
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	 Occlusion influence areacontains all the pixels near
occluded pixels in�� :�-� 
�� � � ��� ���  " � 
� � ��� � � �! (5)	 Whole occlusion areais the union of occlusion area
and occlusion influence area in�� :. �� 
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� � ��� � � � or
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Figure 1. Occlusions: considered areas.

Dealing with occlusions is an important task in computer
vision and a lot of methods have been proposed:
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Figure 2. (a)-(b) “Head and lamp” left and right im-
ages (c) Disparity map (d) Occlusions.	 Edge detection [18]: pixels that are near edge pixels can

be considered as occluded pixels;	 Adaptive windows [10]: the shape of the correlation
window depends on depth discontinuities detection;	 Dynamic programming with an occlusion constraint [3,
4, 8, 12, 13];	 Probabilistic approach with outlier modeling [9];	 Weighted correlation [11, 14]: an occluded pixel has a
lower weight than a non-occluded pixel;	 Ordering constraint [6]: if/� ��� is the disparity vector of
the pixel� ���� :

if � �0 �� 01 
 /�0 �� 01 � � 20 �3 04 and� �5 �� 51 
 /�5 �� 51 � � 25 �354
then 
� 6 7 �8 � 
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and 
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	 Uniqueness constraint [7]:

if � �0 �� 01 
 /�0 �� 01 � � 2 �34
then; �8 <� � 6 � ;� 8 <� � 6 � � �5 �� 51 
 /�5 �� 51 <� � 2 �34 (8)

	 Symmetry or bidirectional constraint [1, 6]:

if � � ��1 
 /� ��1 � � 2 �34 then� 2 �34 
 /2 �34 � � � ��1 (9)

3. Algorithms using two correlation measures

In the sequel, the following notations are used:	 Vectors=� with � � � � � contain the grey levels of the
pixels in the left and right correlation windows:=� � 
> > > � �,' �� ,+� > > > �? � 
> > > @ A� > > > �? where@ A� is the
elementB of vector =� , with C � D7� E �F, G � D7� E � F,B � D� E � 7 �F and the transposed vector= is = ? ;	 H I norms are noted:J=� JI � 
K L )6A(M  @ �A  I �6NI

withO � IN�. The Euclidean norm is noted:J=� J � J=� J8.
The scalar product is defined by:=1 > =4 � K L )6A(M @ 1A @ 4A
and the means are noted:=� � �P� K L )6A(M @ �A ;	 Ordered values of= are: 
@ �M QL )6 R S S S R 
@ �L )6QL )6.

The two correlation measures are the Zero mean Normalised
Cross-Correlation, ZNCC [2], and the Smooth Median Ab-
solute Deviation, SMAD [5], defined by:

T" U U 
=1 � =4 � � 
=1 7 =1 � > 
=4 7 =4 �J=1 7 =1 JJ=4 7 =4 J and (10)
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The integer\ [15] is the number of data taken into account1.
Two groups of algorithms are defined. The common steps

of the first group of algorithms are:

1To obtain a measure that tolerates]^_ of outliers, we choosè a L8 .

1. To build the disparity maps (left-right and right-left) us-
ing ZNCC;

2. To locate occluded pixels with the symmetry constraint;

� 
�� ��1 � � bcdce
� if � ���1 
 /� ��1 � � 2 �34 and� 2 �34 
 /2 �34 <� � � ��1�

otherwise.

(12)

3. To locate the whole occlusion area;
4. For the whole occlusion area, to calculate new dispari-

ties using SMAD.
The problem is how to detect the whole occlusion area in the
step 3. We propose the following possibilities:	 ALGO 1: to select the pixels detected as edge pixels2;	 ALGO 2: to select the pixels detected by step 2;	 ALGO 3: to select the pixels in the conditional morpho-

logical dilation of the occlusion area with correlation
window as structuring element. It is conditioned by the
number of occluded pixels, withf a threshold3:" � 
�� ��1 � � �� if

� 
� ���1 � � � or # 
� � ��1 � $ f�
otherwise.

(13)

	 ALGO 4: to select the pixels like in ALGO 3 but the di-
lation is conditioned by the number of occluded pixels
and edge pixels, withf 6 andf 8 two thresholds4:

" � 
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� � ��1 � $ f 6
and
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with
g 
�� ��� � � �� if � � ��� is an edge pixel�

otherwise.
(16)

The two steps of the second group of algorithms are to
compute independently two disparity maps using

T" U U
andVW �X

and to merge these maps in order to obtain the fi-
nal disparity map. The results obtained respectively usingT" U U

and
VW � X

are noted byh andi subscripts. When the
pixel is occluded, the disparity vector has negative values
(noted/n). In ALGO 5, these rules are used:	 if the measures obtain the same result, then it is kept;	 if one measure indicates the pixel is occluded then:

/���1 � bcccdccce
/n if Z�j 
� � ��1 � � � and # j 
� � ��1 � $ L8 [

or Z� k 
� � ��1 � � � and # k 
� � ��1 � $ L8 [
/ � ��j

if Z�k 
� � ��1 � � � and # k 
� � ��1 � R L8 [
/ � ��k

otherwise.

(17)

	 if the measures give two different disparities, then the
disparity of the measure that obtains the most coherent
disparities in the correlation window is kept:

/� ��1 � �/���j # k 
� � ��1 � $ # j 
� � ��1 �/ � ��k
otherwise.

(18)

2Here, step edge pixels are detected by the SDEF method [17].
3In our experimentation,l a mnop^qr .
4In our experimentation,l 6 a mnop^qr andl 8 a m]op^^qr .



4. Evaluation protocol
Eleven pairs of images with ground truth are used: a

random-dot stereogram and ten real images proposed by
Scharstein and Szeliski [16] and that can be found at:
http://www.middlebury.edu/stereo/data.html .
Seven of these images are made up piecewise of planar
objects (posters, some with cut-out edges) and three images
are complex scenes. Because of the lack of space, the results
of only one pair (figure 2) are presented.

For the evaluation of the results, ten criteria are chosen:	 Percentage of correct and false matches (COR, FAL );	 Percentage of accepted matches (ACC): if the distance
between the calculated and the true correspondent is
one pixel then the calculated correspondent is accepted;	 Percentage of false positives and false negatives (FPO

and FNE): the algorithm finds the pixel is matched
whereas it is not matched and vice versa;	 Percentage of correct matched pixels in occluded areas:
the results in the occlusion area (OA), the occlusion in-
fluence area (OIA) and the whole occlusion area are
distinguished (figure 2);	 Execution time (T) and disparity maps: the clearer the
pixel is, the closer the point to the image plane and the
larger the disparity.

The three steps of the basic correlation algorithm used
are, for each pixel in the left image:

1. The search area is determined in the right image;
2. For each pixel in the search area, the correlation score

is evaluated;
3. The pixel giving the best score is selected.

For our algorithm, the size of the correlation window iss t s
(the most suitable size for this kind of images found in [5]).
The images are rectified so the search area is limited to the
sizeu v t v (30 pixels before and 30 pixels after the pixel of
interest). Moreover, a symmetry constraint is added (equa-
tion 9). Pixels that do not respect the symmetry constraint
are considered as occluded. Our algorithms are also com-
pared with the algorithms proposed by Lan [14] and Kaneko
[11]. These algorithms use reweighted correlation. Lan uses
the Least Median of Squares to compute the weights and the
Zero mean Sum of Squared Differences. Kaneko uses a non-
parametric transform to compute the weights and ZNCC.

5. Experimental results
For all the images, withALGO 2 to 5, the results of match-

ing are improved, compared to the results obtained with the
ZNCC-based algorithm, for the percentage of correct pix-
els, accepted pixels, false negatives and corrects pixels in
WOA and OIA. If the results ofALGO 5 are compared to the
results obtained with the SMAD-based algorithm, the per-
centage of correct pixels and corrects pixels in WOA and
OIA are also improved. ALGO 2 gives better results than
3 and 4 for the percentage of correct and accepted pixels

but gives poor results for the percentage of occluded pixels
becauseALGO 2 re-examines true occluded pixels and finds
false positives whereas it does not re-examine any false posi-
tive. ALGO 4 is less efficient thanALGO 5 for all the criteria.
The problem ofALGO 1 is that too much non-occluded pix-
els are detected as occluded and so the percentage of correct
pixels is low (figure 3 and table 1). The Lan algorithm gives
too much false negative and the Kaneko algorithm gives the
same results as ZNCC. ALGO 5 is the most efficient but also
the most expensive.

ALGO
COR

(w )
ACC

(w )
FAL

(w)
FPO

(w)
FNE

(w)
WOA

(w)
OA

(w )
OIA

(w)
T
(s)

ZNCC 56.5 9.3 25.1 1.2 17.2 56.8 41.4 61.3 15
SMAD 44.8 15.4 32 0.7 22.5 71.8 67.1 73.2 160

Lan 41.2 10.4 23.1 0.5 35.2 67.6 76 65.2 850
Kaneko 56.3 9.3 25 1.3 17.5 57 42 61.4 115

1 55.2 9.4 24.8 1.1 18.9 57.1 49 59.4 28
2 58.6 10.8 28.8 1.4 11.3 66.2 35.7 75.1 65
3 57.8 9.9 26.1 1 15.2 67.5 55.2 71.1 82
4 58.1 10.5 27 1.1 14 66 48 71.2 93
5 58.7 11.2 28.2 1.1 12.2 72.7 48.5 79.7 181

Table 1. Results.

6. Conclusion

This work is particularly concerned with the occlusion
problems. Our proposition is based on using two correla-
tion measures, one classical, ZNCC, and one robust, SMAD.
In ALGO 1 to 4, we considered the computation of an initial
disparity map using ZNCC with the symmetry constraint and
then we tried to locate the whole occlusion area and we ap-
plied SMAD only in this whole occlusion area. The best way
to compute this whole occlusion area is to process a condi-
tional morphological dilation of the occlusion area detected
by the first matching (ALGO 3). ALGO 5 is based on the
computation of the two dense disparity maps. This latter al-
gorithm is the most efficient and the relative improvement is,
for the percentage of correct pixelsx yxz , for false negatives{z , and for correct pixels near occlusions| y} z . However,
this algorithm is the most expensive. Although ALGO 3 is
less efficient than ALGO 5, it is less expensive so ALGO 3 is
a good compromise.

One of the perspective of this work will be to decrease the
execution time by using box-filtering or multiresolution [7].
The second perspective will be to improve the robustness by
using adaptive windows [10].
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These images are available at:
www.irit.fr/˜Sylvie.Chambon/ICPR2004 .
For the occlusion maps, black pixels correspond to the pixels
that are re-examined by SMAD.

Figure 3. Disparity and occlusion maps.


