A coarse to fine 3D registration method based on robust fuzzy clustering
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Abstract

An important problem in computer vision is to determine how features extracted from images are connected to an existing model. In this paper, we focus on solving the registration problem, i.e., obtaining rigid transformation parameters between several 3D data sets, whether partial or exhaustive. The difficulty of this problem is to obtain a method which is robust with respect to outliers and at the same time accurate. We present a general method performing robust 3D localization and fitting based on a fuzzy clustering method. The fuzzy set approach is known for its practical efficiency in uncertain environments. To illustrate the advantages of this approach on the registration problem, we show results on synthetic and real 3D data.
List of symbols

\( \alpha \) alpha.
\( \beta \) beta.
\( \mathbb{R} \) special double R, set of real number.
\( \sum \) mathematical sum, sigma.
\( \sigma \) standard deviation of a Gaussian noise.
\( \forall \) mathematical for all.
\( \sqrt{\text{}} \) mathematical square root.
\((R, T)\) rigid transformation: rotation \( R \) and translation \( T \).
1 Introduction

Model-based interpretation of the output of 3D reconstruction algorithms has received growing attention in recent years. Specifically, pose estimation and matching of a 3D data set relative to a reference 3D geometric model, is of crucial importance in a large range of applications. Recent examples can be found in topics as different as 3D medical imaging [1], aerial site observation [9], range images for cartographic mapping [12] and augmented reality [11].

There exists a large literature [7, 4, 10, 17, 18, 2] dealing with rigid 3D-3D registration, also known as the 3D-to-3D alignment problem, and several extensions to related problems such as 3D-2D registration [14]. For 3D-3D rigid registration tasks in an industrial environment, an algorithm based on geometrical matching between primitive surfaces (plane and quadric) was first proposed in [7]. Then, surface patches were introduced to model 3D objects as a collection of planar, cylindrical and spherical patches and used as a basis to estimate the 3D pose with a probabilistic approach [4]. It was proved that this algorithm performs locally optimal estimation. To find a global optimum, systems where hypothesis are generated step by step was proposed, such as the 3DPO system where search-trees are used [10]. An alternative solution to search-trees is to use a Hough like transform generalized to rigid transformations [17], or in the same spirit a hash table can be used [18]. To deal with smooth objects defined as surfaces, the “Iterative Closest Point” (ICP) approach was proposed [2]. However this approach only performs a refinement of the registration without outliers. In sum, numerous extensions were proposed in the recent years to handle, for example, different kinds of representations such as curves [20], or to take into account outliers [13, 21].

We distinguish three major approaches for 3D registration:

• Combinatorial approaches where the matching is pre-processed before the pose estimation computation, such as generalized Hough transform [17] and hash table techniques [18].

• Construct approaches where the matching is performed step by step during the pose estimation process, such as search-tree methods [7, 10] and [4, 1, 8],

• Implicit approaches where the matching is revised iteratively during the pose estimation such as ICP
methods [2, 20, 13] and Monte Carlo random search [21].

Implicit methods are, in general, sensitive to initialization and may not converge to the optimum solution, especially when the initial position is not close enough to this optimum. An exception to this statement is the algorithm proposed in [21], which uses a Monte Carlo random search and is less sensitive to initialization. On the contrary, combinatorial and constructive approaches do not require good initialization, but are often less robust to outliers and noise than implicit ones. For example, hash table and generalized Hough transform techniques are not very robust because the result is sensitive to noisy data as well as to the choice of the resolution in the accumulation space. In the particular case of the registration problem the accumulation space is the space of Euclidean transformations which is of dimension 6.

Since our application is augmented reality, we have to estimate the 3D pose of several given object models in a 3D reconstruction obtained from stereopairs. After registration, synthetic objects can be added with a realistic interaction into the 3D scene [11]. The representation of the given CAD model is a collection of patches defined by its vertices. The number of patches can be large (until 1000 patches). The reconstruction algorithm we use also provides a planar patch representation. We do not address here the problem of the conversion of a 3D data set into patches. Generally, the number of reconstructed patches is not large (no more than 100 patches), but the shape of the obtained patches is very complex and noisy. Since reconstructions are very noisy and occluded in comparison to geometric models, our objective is to develop first a robust algorithm with no real time requirements. In this paper we propose a method for the registration of two 3D data sets which takes advantage of both implicit and combinatorial approaches to achieve robustness. We focus on the Hough like transform, because we think that this technique is more powerful than the others. Its main potential advantage is to perform registration of several instances of the same object. To do the same task, other techniques have to first converge to one of the possible rigid transformations, eliminate it, return to find another instance, and so on.

In the approach we deal, registration becomes at the end a minimization problem. We focus on the three requirements of robustness for minimization algorithms:

- robustness with respect to noisy data (noise is given by a fixed centered Gaussian for instance),
• robustness with respect to outliers (often only a part of the input data set is significant),

• robustness with respect to initialization.

To achieve these three types of robustness, we have based our approach on fuzzy sets known for their efficiency in uncertain environments. Our method proceeds in three steps as described in section 2 (see Figure 1). First, we look for the set of all potential rigid transformations between both 3D data sets with a feature-to-feature correspondence algorithm. In the transformation space, rigid transformations which closely register a large part of the two 3D data sets are outnumbered in an outliers set of non-significant rigid transformations. The second step provides the more relevant Euclidean transformations in a fuzzy way. A confidence value, based on feature-to-feature invariants, is introduced in order to better cluster transformations among outliers. Consequently, the first and second steps comprise a global registration. Each hypothesis of rigid transformation provided by step 2 is applied to the original data set. Finally, in the third step, local and fine fitting is achieved between the 3D data sets. In section 3, we discuss the advantages of the proposed method and show results on synthetic and real 3D data. In this section, we estimate the similarity between two 3D data sets with a tool we developed and assess the performance of our registration method.

2 General scheme

2.1 3D feature-to-feature matching

In this first step, a rough 3D matching is obtained by a combinatorial approach. 3D features are selected in each data set. Of course, we assume that a technique to compute rigid transformations between any two subsets of the same type is available. In this paper, planar patches were chosen as features (Figure 2). Other geometric features can be used, such as 3D bases of 4 points [18], pairs of segments, or local Frénet reference systems on curves [8].

Each hypothesized match provides \( N_{disp} \) Euclidean transformations which superimpose the two selected
Figure 1: General scheme of the fuzzy 3D registration approach.
Figure 2: 3D planar patch to planar patch matching. For two rectangular patches, 4 possible rigid transformations superimpose the two shapes.

features. In the general case, the number $N_{\text{disp}}$ depends on the shape and nature of the chosen feature. For example, in our particular application, a planar patch can be partially represented by its equivalent ellipse in 3D space i.e., by its center and its inertia matrix. Thus, with a pair of elliptical patches, 4 solutions are proper ($N_{\text{disp}} = 4$). When the patch is equivalent to a circle, the rotation computation is degenerate, and thus the set of possible rotations is randomly sampled. Consequently, for each pair of patches $(i, j)$:

- we obtain the rotation matrix $R_{ij}$ by the diagonalization of the inertia matrices,
- we compute the translation vector $T_{ij}$ from the center of gravity,
- and we estimate the confidence value $C_{ij}$ of the match.

Effectively, one can estimate the similarity of the two matched features from feature characteristics that are invariant under rigid transformation. For example, for equivalent ellipses, we have used the first and second eigenvalues $\alpha$ and $\beta$ of the inertia matrix as invariants. For each pair $(i, j)$, we compute a
match confidence value $C_{ij}$ given by:

$$C_{ij} = \frac{1}{\max(1, \frac{\alpha_i - \alpha_j}{I})} \frac{1}{\max(1, \frac{\beta_i - \beta_j}{I})}$$

(1)

where $I$ is the variance of the error observed on the localization of the 3D data. $I$ can be interpreted as the resolution of the localization. This criterion gives a confidence value between 0 and 1 for two planar patches $(i, j)$. The better the similarity of patches $i$ and $j$, the more $C_{ij}$ is near 1.0. If the difference between the eigenvalues is under the resolution on the 3D data, the confidence value is always one (see Figure 3).

![Figure 3: Variation, given by equation (1), of the confidence value $C_{ij}$ with the difference between the eigenvalues $\alpha_i - \alpha_j$. $I$ is the mean error on the 3D data.](image)

The parameter $I$ can be estimated and fixed off-line for any given computer vision algorithm (see section 3.6 for an example where we estimate $I$ with our stereo reconstruction algorithm). Moreover, additional feature information, such as color, can be integrated into the scheme by designing an adequate criterion (see section 3.5).

Rigid transformations produced by bad matches generate outliers which systematically out number correct transformations. Therefore, an important characteristic of the data is the ratio of the number of right transformations over the total number of transformations. In the case where both 3D data sets are composed of $N_{\text{patches}}$ similar patches, the SNR ratio is $\frac{N_{\text{success}}}{N_{\text{data}}} = \frac{1}{N_{\text{data}}N_{\text{patches}}}$. For instance, for a
cube, we have $N_{patches} = 6$ and then $SNR = \frac{1}{24}$. But for a box, by using the fact that sides has different sizes, we obtain $SNR = \frac{6}{4 \times 6 \times 2} = \frac{1}{8}$. Nevertheless this ratio decreases rapidly with $N_{patches}$. Consequently, it is better to choose relatively abstract 3D features with intrinsic characteristics, like planar patches, to avoid a combinatorial explosion.

2.2 Coarse 3D localization

From the first step, we obtain a set of $n$ rigid transformations $(R_{ij}, T_{ij})$, each of which is assigned a confidence value $C_{ij}$ (Eq. (1)). A 3D rigid transformation is represented by 3 rotation angles and 3 translation components, or a point $x_i$ in $\mathbb{R}^6$. In what follows, we change the transformation representation and indexation:

$$(R_{ij}, T_{ij}) \rightarrow x_{k(i,j)} \quad (2)$$

$$C_{ij} \rightarrow C_{k(i,j)}$$

In this set $(x_k)k$, a local accumulation point expresses a significant hypothesis of registration between the 3D data sets. To determine such accumulation centroids in a robust way, a fuzzy clustering method is applied to the data set $(x_k)k$. Moreover, the clustering method can handle several transformation hypotheses at the same time.

It is important to note that step 2 is very generic and can be used in numerous cases such as point, segment, curve, planar and quadratic patch-based rigid or non-rigid registration, by choosing a more adequate choice of working space.

2.2.1 Fuzzy approach

Fuzzy set theory provides mathematical tools to handle uncertainty properties of computer vision data. Clustering techniques are appropriate, in this case of study, to compute global membership degrees in a robust way. The main idea is to allow distributed membership of a given pattern to several subsets in the working space. Fuzzy C-Means clustering algorithms were first introduced and generalized by Bezdek
(FCM) [3]. Several developments and applications have been used in image segmentation (see for example: range images [15], medical imaging [5], indoor scene and texture [5]).

For 3D registration problems, we consider the set of Euclidean transformations as a working space. In this case, significant clusters are flooded by outliers so that it is essential to model outliers. Davé [6] has proposed an algorithm introducing the concept of a noise cluster. This additional cluster is designed to collect the noise data points. In particular, all the points in the data set are considered to be at the same fixed distance, the parameter $\delta$, from the noise prototype.

![Diagram of transformations](image1.png)

Figure 4: The transformations set between a box (6 patches with sizes 2 mm, 4 mm and 6 mm) and another box in the same position. In (a) a 2D projection on the first and second angular components of the set is shown. In this Figure it is clear that the 5 valid accumulation points are flooded in numerous none-valid points. After adding the confidence value on the third coordinate as in (b), it becomes easier to find the 5 valid accumulation points. The accumulation points are located in $(0,0)$, $(0,\pi)$, $(0,-\pi)$, $(\pi,0)$ and $(-\pi,0)$ because of the symmetries of a box.

Davé’s method gives excellent results when the specification of the SNR ratio is not very important (ratio larger than 5% of correct points). In our problem, this ratio is very critical (Figure 4) so that the
clustering algorithm, without additional information, is not able to discriminate between correct and noisy data.

2.2.2 Proposed algorithm

To improve the efficiency of Davé’s algorithm, we introduce the confidence value $C_k$ associated with each $\mathbb{R}^6$ data point $x_k$ (see section 2.1) which is invariant to whole rigid transformations, in addition to its membership degree $u_{ik}$ in cluster $i$. The participation of a given data point to the clustering process is weighted by the associated confidence value in addition to the membership degree.

Consequently, the new objective function to minimize is:

$$J_m = \sum_{i=1}^{c} \sum_{k=1}^{n} C_k u_{ik}^m d^2(x_k, v_i)$$  

(3)

where $d(x_k, v_i)$ is the distance between the point $x_k$ and the cluster prototype $v_i$, and $u_{ik}$ is the fuzzy membership of the point $x_k$ to cluster $i$. The value of $u_{ik}$ is always positive and its sum across all clusters equals 1. This constraint $\sum_{i=1}^{c} u_{ik} = 1$ forces the clustering method to explain the whole data set by $c$ fuzzy sub-sets (see [3] for an extended explanation on this particular aspect).

The demonstration of the convergence of the extended algorithm can be deduced from the proof of the original algorithm (see Appendix and [6]). Here, $x_k$ is an element of the data set of $n$ points in $\mathbb{R}^p$ ($p = 6$ in our application) and its confidence weight is $C_k$. The distance $d(x_k, v_i)$ is defined as the Euclidean distance between the data point $x_k$ and the cluster prototypes $v_i$ for $i = 1$ to $c - 1$, and is the constant $\delta$ for the noise cluster ($i = c$).

The modified algorithm can be summarized as follows:

**step 1**: Fix the number of clusters $c$, and fix the exponent $m$ (usually $m = 1.5$). Compute the initial position of the cluster centers $v_i$ (by an FCM algorithm, for example). Specify the parameter $\delta$ linked to the localization noise on both data sets.

**step 2**: Generate a new partition using the expression for the fuzzy memberships:

$$u_{ik} = \frac{1}{\sum_{j=1}^{c} \left( \frac{d(x_k, v_i)}{d(x_k, v_j)} \right)^{m-1}}$$
step 3: Calculate new cluster centers $v_i$ using the following expression (for $i = 1$ to $c - 1$) where the confidence weight $C_k$ is introduced:

$$v_i = \frac{\sum_{k=1}^{n} C_k u_i^m x_k}{\sum_{k=1}^{n} C_k u_i^m}$$

step 4: If the partition is stable, stop; else goto step 2.

More generally, the use of the $C_k$ confidence weights is a natural and simple extension of all kinds of fuzzy clustering methods (see Appendix) to deal with a highly noisy context. It allows us to keep the ratio of correct points up, and to manage additional knowledge on each point.

2.2.3 Gaussian sphere: improved working space

In Figure 4, we see that the accumulation points $(0, \pi)$ and $(0, -\pi)$ are in reality the same accumulation point because an angle is only known modulo $2\pi$. In our case, every angle is defined between $-\pi$ and $\pi$. To fix this difficulty we modify the working space from a 6D linear space to the Gaussian sphere for the angular terms [19] (the first three terms of $x$: $(x^1, x^2, x^3)$), and to stay within the 3D linear space for the translation terms of transformations (the last three terms of $x$: $(x^4, x^5, x^6)$).

![Diagram showing the Gaussian sphere for improved working space](image)

Figure 5: For angles, the correct working space is a circle and not an interval.

This means that, as shown in Figure 5, every angle is at the same distance of $\pi$ and $-\pi$. Moreover, it is not difficult to adapt the Euclidean distance $d$ to take care of this angular property. Consequently, we
define the distance used in the computation of fuzzy memberships $u_{ik}$ as:

$$d^2(x, y) = d_{\text{angular}}(x^1, y^1)^2 + d_{\text{angular}}(x^2, y^2)^2 + d_{\text{angular}}(x^3, y^3)^2 + (x^4 - y^4)^2 + (x^5 - y^5)^2 + (x^6 - y^6)^2$$

with the angular distance $d_{\text{angular}}(\theta, \phi) = |\theta - \phi|$ if $|\theta - \phi| < \pi$, and $d_{\text{angular}}(\theta, \phi) = 2\pi - |\theta - \phi|$ if not.

The computation of new cluster centers $u_i$ is adapted in an similar way.

In practice, the introduction of the Gaussian sphere do not modify the convergence of the algorithm.

### 2.3 Fine fitting

The clustering method gives $c - 1$ different hypotheses of rigid transformation, such that a portion of both 3D data sets superimpose. But it is often needed to improve the obtained result to optimal 3D registration by local fitting.

![3D data sets](image)

**Figure 6:** Accurate registration with ICP algorithm. Matching is done implicitly by computing the closest point at each step of the algorithm and by minimizing the set of obtained displacements.

We use a registration procedure based on implicit correspondences established between points of one data set and the closest point of the reference data set (ICP) [13]. When implicit matching is done, a better transformation $(R, T)$ between the points in correspondence is estimated. This iterative method converges to a position where the distance between the input data and reference data is locally minimal.
ICP algorithms generally have a high computational cost, however in our approach, only a few iterations are necessary because the clustering method gives solutions close to a local minimum.

Since the two 3D data sets are incomplete, it is necessary for good accuracy to eliminate bad point-to-point correspondences. When the initial guess is close to the real solution, these bad matches are rejected automatically [13] using the distance between the two points of the match (see Figure 6).

Consequently, an accurate 3D registration is obtained for each hypothesis. This step provides accurate and robust results since the initial guess is close to the real solution. The mean distance between both data sets gives a criterion for hypothesis selection and sorting. The lower the mean distance, the better the solution. Another interesting parameter to help select the optimal registration is the relative size of the overlapping part of the 3D data sets after transformation (see section 3.6).

3 Results and discussion

The described algorithm is integrated in an indoor scene interpretation system [11] based on stereoscopic images, which performs camera calibration, region image segmentation, region matching for each pair of images and finally 3D reconstruction.

We have validated our approach on synthetic, as well as real, data. Control parameters of the complete method are not numerous and have a physical meaning. The number of clusters \( c \) is determined by an examination of the symmetry of the object model. The parameter \( \delta \) is directly related to the resolution of localization, thus in practice, it is equal to \( I \). These parameters can be estimated by an a posteriori analysis, or set with an approximated knowledge of the accuracy of the input data. We want to emphasis the fact that we overcome the difficulty of choosing a threshold, by a using fuzzy clustering approach.

3.1 Robustness to noise

First, we test the robustness of the proposed algorithm under noise on data points. And we investigate how sensitive the choice of the value of the parameter \( I = \delta \) is, relative to the noise standard deviation.
Figure 7: Estimation of one possible rotation angle between a box of size (2.0, 4.0, 6.0) and its copy, when Gaussian noise with a standard deviation of $\sigma$ is added to each point of the first data set. Each curve is for a different choice of $I$. This Figure illustrates the fact that only an approximated value of the resolution $I$ is needed in order to specified the magnitude of the noise.

For several values of the standard deviation $\sigma$ of a Gaussian zero mean noise, the influence of the choice of $I$ is shown in Figure 7. Here the registration is performed between a single box and its noisy version. The size of the box is 2 mm, 4 mm and 6 mm. The estimated angle is plotted for a standard deviation $\sigma$ of the noise in a range from 0 to 1 mm. This Figure shows that when the noise is lower than $3I$, the angle is always estimated with an error lower than one percent for the box. For upper values of the noise, the error increases rapidly in a non-linear way. Similar results are observed for more complex objects with a different range of values. This illustrates that with our fuzzy approach, only the range of the noise is needed, not its exact value, as in common thresholding approaches. Experiments with more complex objects show that if the value of $I$ is too large, the obtained cluster centers can be biased, producing incorrect results. This can be explained by the fact that if radii of clusters is chosen too large, then the result is biased by points in the neighborhood. Indeed, radii of clusters is of the same order of magnitude than the value of $\delta$.

The next experiment is applied on the 8 objects shown in Figure 8. This set of objects contains very simple objects such as the box or the L-shape, and complex ones such as the roomdesk, the face and the
Figure 8: The 8 objects used for experiments sorted in order of increasing number of faces: box=6, L-shape=8, arch=16, 2-plane=104, X29=270, desk=532, face=817 and chair=1000 faces.

Chair. Some objects are highly detailed such as the roomdesk and the chair, others are simple global shape such as the model of the Defense’s arch in Paris (3rd one), and the face. In these data sets, there are several types of planar patches: rectangular patches for the box, the L-shape, the arch, the room desk, the X29, triangular patches for the face, circular patches for the 2-plane object, and quadrilateral patches for the chair.

The computational complexity of the more intensive step (step 2) is proportional to the product of the number of iterations, the number of points in the accumulation space, and the number of clusters c. The number of iterations do not exceed 50. The number of points in the accumulation space equals \(4 \times N_{\text{patches}} \times N_{\text{patches}}\) in the worst case. Consequently, on data sets with much more than one thousand patches the proposed algorithm requires more than 1 hour to run it on a sparc station 10 (the code is not optimized).

Since only an approximate value of the resolution is necessary, we assume in this test that the value of the noise \(\sigma\) is well estimated by the user and we set \(I\) equal to \(\sigma\). Then, we add Gaussian noise and
<table>
<thead>
<tr>
<th>object</th>
<th>max. noise</th>
<th>min size</th>
<th>average size</th>
<th>max size</th>
<th>$N_{\text{patches}}$</th>
<th>SNR</th>
<th>$SNR'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>box</td>
<td>2.26</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>0.042</td>
<td>0.12</td>
</tr>
<tr>
<td>L-shape</td>
<td>0.81</td>
<td>1</td>
<td>1.4</td>
<td>3</td>
<td>8</td>
<td>0.031</td>
<td>0.12</td>
</tr>
<tr>
<td>arch</td>
<td>5.7</td>
<td>2.8</td>
<td>7.8</td>
<td>11</td>
<td>16</td>
<td>0.016</td>
<td>0.078</td>
</tr>
<tr>
<td>2-plane</td>
<td>5</td>
<td>0.1</td>
<td>0.33</td>
<td>10</td>
<td>104</td>
<td>0.0024</td>
<td>0.0037</td>
</tr>
<tr>
<td>X29</td>
<td>10</td>
<td>1.9</td>
<td>93</td>
<td>490</td>
<td>270</td>
<td>0.00093</td>
<td>0.13</td>
</tr>
<tr>
<td>desk</td>
<td>22</td>
<td>2</td>
<td>500</td>
<td>6400</td>
<td>532</td>
<td>0.00047</td>
<td>0.036</td>
</tr>
<tr>
<td>face</td>
<td>0.5</td>
<td>0.96</td>
<td>7</td>
<td>70</td>
<td>817</td>
<td>0.00031</td>
<td>0.0087</td>
</tr>
<tr>
<td>chair</td>
<td>3</td>
<td>1.3</td>
<td>1000</td>
<td>15500</td>
<td>1000</td>
<td>0.00025</td>
<td>0.055</td>
</tr>
</tbody>
</table>

Table 1: Assuming that the parameter $I$ is equal to the standard deviation of the noise $\sigma$, this table shows the maximum value of $\sigma$ before our algorithm estimates the pose angle with an error up to 10%. To have an idea of how robust the algorithm is, the minimal, average and maximal sizes (mm) between two vertices in every object is also shown. The value of $SNR$ in the case without noise is estimated. $SNR$ is defined as in section 2.1, and $SNR'$ is the signal/noise ratio when the confidence value is taken into account.
apply a rigid transformation on a copy of each object. For every object, the rotation part of the pose to be estimated (up to object symmetries) is \( x^1 = 0, x^2 = 1 \) and \( x^3 = 0 \) rad, and the translation part \( x^4 = -5, x^5 = 0 \) and \( x^6 = 0 \) mm. Then, we increase the value of the noise step by step, until the error between the estimated and the real angle is at 10 percent. Obtained values of the noise for every object are shown in table 1. To know how large the value of the noise supported by our algorithm is, the smallest and biggest edge size of the patches are also shown in this table. Notice that the more detailed the object is, the more likely the noise is to be large. Most of the time, the standard deviation of the noise (before the angle has an upper error of 10%) is larger than the size of the smallest patch. The only exception is for the face. This can be explained by analyzing the histogram of patch sizes. This object has a large number of patches of approximately the same size, because it is a triangulation. Thus, when noise is added, most of patches seem to be of similar sizes. In this situation, the first step of our algorithm performs poorly, and as a consequence there are too many points in the accumulation space. This fact also explains the small \( SNR' \) value. The value of \( SNR \) is defined as in section 2.1 where the confidence weights are not used. Using the confidence weights allows us to increase the \( SNR \) to \( SNR' \).

### 3.2 Robustness to occlusion

Another important issue for computer vision methods is the robustness to occlusion. We apply the same kind of tests as in the previous section, where the data set is occluded. To simulate occlusion, vertices on patches are randomly eliminated. The percentage of occlusion is given by the probability \( p \) to eliminate a vertex.

Under occlusion, the choice of the value \( I \) is not important, contrary to the findings of the previous section. Figure 9 shows under different amount of occlusion the amount of correct estimation on twenty realization of the noise. The registration is applied between the box and its occluded version. Notice that the obtained curve is very similar to the theoretical one. Since the probability of a box side not being occluded is \( q = (1 - p)^4 \), the probability of having at least 3 non-occluded patches is

\[
20q^3(1 - q)^3 + 15q^4(1 - q)^2 + 6q^5(1 - q) + q^6.
\]

This equation gives the theoretical curve shown in Figure 9. In this figure, the number
Figure 9: Estimation of one possible rotation angle between the box and its copy, when the percentage of occlusion on vertices of the first data set is increased. Notice that the angle is always well estimated when the noise is lower than 30%, which is in accordance with what the theory predict.

of failures of our algorithm is also plotted.

Table 2 summaries the results of the occlusion tests for the 8 objects shown in Figure 8. In these tests the percentage of occlusion is increased until the error on the angular estimation of the rotation is more than 10 percent. In the first row of this table, no noise is added, and the value of $I$ equals approximately ten percent of the size of the smallest patch. In the second row, Gaussian noise with a standard deviation of 0.5 mm (about half of the size of the smallest patch) is added to occlusion. The robustness to occlusion is satisfying, and most of the time the algorithm can handle up to 50% of the object occluded. In our case, notice that the more patches the object has, the more occlusion can occur. There are two exceptions for the airplane and the face. The medium robustness to occlusion on the airplane is due to the fact that most of the patches of this object are very thin, and hence, the object is more sensitive to occlusion. The poor results on the face means that, when triangulation are used, step 1 of the algorithm must be adapted to handle triangular shapes in the manner that if does rectangles.
<table>
<thead>
<tr>
<th>object</th>
<th>$\sigma = 0$</th>
<th>$I = 0.1$</th>
<th>$\sigma = I = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>box</td>
<td>57%</td>
<td>36%</td>
<td></td>
</tr>
<tr>
<td>L-shape</td>
<td>56%</td>
<td>39%</td>
<td></td>
</tr>
<tr>
<td>arch</td>
<td>40%</td>
<td>48%</td>
<td></td>
</tr>
<tr>
<td>2-plane</td>
<td>80%</td>
<td>65%</td>
<td></td>
</tr>
<tr>
<td>X29</td>
<td>36%</td>
<td>35%</td>
<td></td>
</tr>
<tr>
<td>desk</td>
<td>72%</td>
<td>32%</td>
<td></td>
</tr>
<tr>
<td>face</td>
<td>40%</td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>chair</td>
<td>76%</td>
<td>35%</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Maximum percentage of occlusion before our algorithm estimates the pose angle with an error higher than 10%. In the first row, no noise is added, and in the second one, Gaussian noise with a standard deviation $\sigma$ of 0.5 mm is also added.
3.3 Dealing with symmetries

Apart from its robustness to noise on data and occlusion, an advantage of the proposed method is the possibility to manage a set of coarse registrations. In particular, the number of clusters $c$ must be chosen according to a symmetries finding of the 3D object. For example the box shown in Figure 8 can be exactly registered by 4 rigid transformations due to its symmetries. These 4 solutions are obtained by setting $c - 1$ equal to 4. If only few solutions are needed, we can set $c$ to a lower value. We deal with the arch in exactly the same way.

If we search for the whole solution set, we have take into account not only exact symmetries, but also approximate symmetries. For instance, the second, fourth or fifth objects shown in Figure 8 have no exact symmetries, but if a few planar patches are eliminated, these objects have approximative planar symmetries. For these objects, two symmetrical positions are possible for global registration. It is possible to obtain the whole set of registrations with $c = 3$ including the noise cluster. For the other objects of Figure 8, only one solution has to be obtained. If the value of $c$ is over-determined, we will obtain some clusters reduced to only few points. This kind of cluster can be easily discriminated from desired ones. Moreover we notice than if $c$ is over-estimated, the good solution has more chance to be selected by the algorithm even in very noisy and occluded situations. However, due to computational cost, we have to choose the smallest value $c$ which allows us to obtain a good solution. If $c$ is underestimated, we notice in our experiments that the consequence is that only a subset of the interesting registrations hypothesis is obtained.

3.4 Registration with several objects

One advantage of the proposed method is its robustness, allowing us to produce registrations with several objects and hence, models. For example, on 3D data (Figure 11(a)(d)) obtained with stereovision algorithms on real images (Figure 10(a)(b)), models of a soccer ball and of a planar object are registered and accurately fit with the proposed method (Figure 11).

The soccer ball is an object with numerous geometric symmetries, so in this example a large number
of clusters \( c \) is needed. Since we are interested in picking up only one solution, we can restrict \( c \) to the value 6, for example. With this value, we have a good overlap of the set of clusters on the accumulation space. A smaller value of \( c \) can produce incorrect results, since few computed clusters are reduced to a singleton. With 6 clusters corresponding to 6 registration hypotheses of the soccer ball, the cluster with the maximum number of points is always a correct possible solution for the registration. The parameters used in these experiments are \( c = 7 \), \( m = 1.5 \) and \( I = 4mm \) (\( I \) is estimated as in section 3.6). There are 104 patches for the 2-plane object, 32 for the soccer ball and 83 for the reconstructed data set.

Finally, each output of clustering process are refined by fine fitting with all data information and sorted on the basis of the quality of the data fusion. The Figure 11(e) shows the obtained position where the residual distance after the refinement step is optimized.

The relevance and the precision of the method is illustrated in Figure 12, which depicts different points of view for some registered models on some stereo pairs where the left original image is projected on the 3D models (Figure 10 and Figure 13).
Figure 11: (a) and (d) are two points of view of the reconstructed 3D data. In (b) the planar object is registered to the 3D data. In (e) only the soccer ball is registered, whereas (c) and (f) show the registration of both planar and 3D objects. Geometric models are registered with the coarse method and a fitting algorithm is used to produce an accurate registration.
Figure 12: (a)(b) Synthetic points of view of the registered models (see Figure 11(c)(f)) on which the original image 10(a) is projected. (c) Synthetic point of view of the two-plane object from another stereo scene. (d) Synthetic point of view of the soccer ball. (e)(f) Synthetic points of view of the registered model (see Figure 14(b)) on which the original image 13(a) is projected.
3.5 Further significant features

Figure 13: (a)/(b) Left and right images of a real scene processed to obtain Figure 14.

Since all the planar patches have the same shape, the 3D registration of the rubik cube (Figure 14) is difficult. Indeed, the first step of our algorithm can not succeed in the selection of interesting pairs of planar patches. The rubik cube has 54 patches and the reconstructed data set has 78.

To improve the 3D registration, the color of the planar patch is taken into account by replacing the criterion in (1) by the following equation:

\[ C_{ij} = \frac{1}{\max(1, \frac{|r_i - a_j|}{I})} \frac{1}{\max(1, \frac{|a_i - b_j|}{I})} \frac{1}{\max(1, \frac{|r_i - g_j|}{G})} \frac{1}{\max(1, \frac{|a_i - g_j|}{G})} \]  

(4)

where \( G \) is the mean error on the color data. Here, \( r_i \) and \( g_i \) are the red and green normalized components of the color of the planar patch \( i \). Normalized color is used to compensate variations in intensity as a function of the viewing direction.

Using color (\( G = 30 \) gray levels), the registration shown in Figure 14 is obtained. Color is taken as an example, but any additional information on relevant features can be used if it is invariant under rigid transformations. In particular, for planar patches, invariants composed of third order moments provide other interesting features.
Figure 14: (a) View of the 3D reconstruction obtained by a stereo analysis process on Figure 13. (b) The geometric model of the Rubik cube is registered to the 3D reconstruction data.

3.6 A tool for 3D data sets comparison

Once the final registration result is obtained, it is easy to compute information about the overlapping part of both 3D data sets, such as the relative size of these parts and the mean displacement of the matched points in the common part. These measures are important to quantify the quality of the registration.

We designed a generic tool to estimate the similarity of two 3D data sets in the following manner: we choose one set as the reference set, and each point of this set is matched with the closest point of the second set. To have significant estimations and to overcome the fact that points in the data set and its models cannot be in correspondence, the edges of whole planar patches are uniformly sampled. We assume that the two 3D data sets have an overlapping part that is not too small. Thus, as shown in Figure 15, the histogram of the length of the displacement vector between matched points (these displacements are represented by the arrows in Figure 6) has a peak near zero. Consequently, we cluster the set of rigid transformations of the matched points into two clusters:

- small displacements which are associated with points in the common part of both data sets,
Figure 15: *Histogram of the length of the displacement vectors between a point of the reference data set and the closest point of the other set. In this example, the reference data set is the object shown in Figure 16 and the other set is the 3D reconstruction shown in Figure 11.*

- other displacements which are associated with not well matched points and which cannot therefore be in the common part.

The clustering algorithm used is the Dave’s version of the FCM with one cluster and a noise cluster \(c = 2\). Consequently, we take advantage of the fuzzy approach to set the value of the radius of the normal cluster only in approximative way. The magnitude of this radius can be obtained by looking the same kind of histogram than in Figure 15.

The clustering of the displacement set provides a split of the reference 3D data set in two parts where one of these parts is common with the other 3D data set, as shown in Figure 16. A significant measure about the common part between the data set and its model is the relative size of the common part in terms of well matched points. For example, with the 3D data sets shown in Figure 11(c), the size of the common part between the 3D reconstruction and the soccer ball is 40% relative to the ball size, and 19% relative to the reconstruction size.
Moreover, on the same data, we compute the bias and standard deviation of the matched points in the common part. These measures give the overall global accuracy of the reconstruction and registration process. We have obtained a mean accuracy of 5.7 mm for the reconstruction and registration process on the soccer ball. The depth of the soccer ball is 1200 mm and the stereoscopic base is 340 mm. In this particular scene, the reconstruction error is in theory around 1.2 mm in the front plane and 9 mm along camera axis. More generally, we have observed with our reconstruction algorithm, a mean accuracy of 4 mm on several registration tests, consequently we set \( I \) equal to 4 mm in the criterion of the formula 1.
4 Conclusion

We were proposed a new, robust, 3D registration method. In our approach, a coarse 3D object localization is first obtained. This step is based on a fuzzy clustering algorithm to take advantage of robustness with respect to initialization, outliers and noisy data. The output consists of several hypothesis of registration. Then, a fine local fitting is performed to achieve accurate 3D registration on each hypothesis.

We apply the proposed method to the registration of planar patch objects. Our approach is generic, and this work can be extend and adapted to deal with other kinds of representations. Moreover, the method is easily controlled by a small number of parameters: the most important are the number $c$ of clusters and the resolution $I$.

Our algorithm can be computationally expensive for objects with more than 1000 patches, but it seems that is the cost to pay to have a good robustness to noise and occlusion.

Interesting results for a geometric model-based interpretation are obtained, which opens a new perspective of investigation in data modeling by doing the registration of several prototypes at the same time.

5 Appendix

In this section, we present the outline of the proof of convergence through strict local minima of the FCM algorithm when the confidence value $C_k$ is introduced as proposed in section 2.2.2. This proof is adapted from the original proof of the FCM algorithm [3] with the same condition ($m > 1$). A similar extension can be done from the proof of Davé’s algorithm.

Let matrix $U = (u_{ik})$ and vector $V = (v_i)$. We want to minimize the following functional:

$$J_m(U, V) = \sum_{i=1}^{c} \sum_{k=1}^{n} C_k u_{ik}^m d^2(x_k, v_i) \quad \text{with} \quad \sum_{i=1}^{c} u_{ik} = 1 \quad \text{and} \quad u_{ik} \geq 0 \quad (5)$$

where $d$ is the Euclidean distance. The proof of the theoretical convergence is based on the application of the convergence theorem of Zangwill [3], after an infinite number of iterations (as in steepest descent and Newton’s method).
First, we fix $V$. Since the columns of the matrix $U$ are independent we have:

$$\min(J_m(U)) = \sum_{k=1}^{n} C_k \min_{i=1}^{n} \left( \sum_{i=1}^{c} u_{ik}^m d^2(x_k, v_i) \right)$$

Thus, for each term, it is a minimization under constraint. Consequently, we use Lagrange multipliers to solve this minimization and obtain after derivations:

$$u_{ik} = \frac{1}{\sum_{j=1}^{c} \left( \frac{\partial u_{ik}}{\partial d_{jk}} \right)^2} (6)$$

Secondly, we fix $U$. Let $< . >$ be the scalar product. Then, we minimize the following term:

$$J_m(V) = \sum_{i=1}^{c} \sum_{k=1}^{n} C_k u_{ik}^m < x_k - v_i, x_k - v_i >$$

Thus for each $i$, it is necessary that the directional derivatives $J'_m(v_i, g)$ vanish for all unit vectors $g \in \mathbb{R}^c$:

$$J'_m(v_i, g) = -2 \sum_{k=1}^{n} C_k u_{ik}^m < x_k - v_i, g >= 0 \quad \forall g$$

$$\Leftrightarrow \sum_{k=1}^{n} C_k u_{ik}^m (x_k - v_i) = 0$$

We deduce:

$$v_i = \frac{\sum_{k=1}^{n} C_k u_{ik}^m x_k}{\sum_{k=1}^{n} C_k u_{ik}^m} (7)$$

The vector $v_i$ can be interpreted as the center of gravity of the set $(x_k)$ where each point is weighted by $C_k u_{ik}^m$. We note that (6) and (7) allow us to construct steps 2 and 3 of the proposed clustering algorithm described in section 2.2.2.

A dual interpretation of this functional (5) is:

$$J_m(U, V) = \sum_{i=1}^{c} \sum_{k=1}^{n} w_{ik}^m d^2(x_k, v_i)$$
where \( w_{ik} = \sqrt{c_k} u_{ik} \). This equation is the same functional as the one in the FCM algorithm, where
the constraint on \( w_{ik} \) is not \( \sum_{i=1}^{c} w_{ik} = 1 \) but \( \sum_{i=1}^{c} w_{ik} = \sqrt{c_k} \). Consequently, we can understand our
proposed generalization, which introduces a confidence weight \( C_k \) on each point, as the FCM algorithm with
a non-homogeneous constraint on the fuzzy memberships. This remark leads to an interesting connection
with the possibilistic approach to clustering [16].
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