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ABSTRACT

From an analysis of the priors used in previous algorithms for
single image defogging, a new prior is proposed to obtain a
better atmospheric veil removal. The Naka-Rushton function
is used to modulate the atmospheric veil according to empir-
ical observations on synthetic foggy images. The parame-
ters of this function are set from features of the input image.
The algorithm is able to take into account different kinds of
airborne particles and different illumination conditions. The
proposed method is extended to nighttime and underwater im-
ages by computing the atmospheric veil on each color chan-
nel. Qualitative and quantitative evaluations show the benefit
of the proposed algorithm.

Index Terms— Visibility Restoration, Single Image De-
fogging, Bad Weather conditions, Atmospheric Veil, Naka-
Rushton.

1. INTRODUCTION

Visibility restoration of outdoor images is a well-known
problem in both computer vision applications and digital
photography, particularly in degraded weather conditions
such as fog, haze, rain and snow. These bad weather con-
ditions cause visual disorders in the images such as loss of
contrast and color shift, which contributes to reduce scene
visibility. The lack of visibility can be particularly harmful
for the performance of automated systems based on image
segmentation [1], object detection [2], and thus needs vis-
ibility restoration as a pre-processing [3]. The decrease of
contrast is due to the atmospheric veil for fog and haze. For
rain and snow, it is due to far-away droplet occlusion.

This paper proposes two contributions: the first one is
the use of a Naka-Rushton function in the inference of the
atmospheric veil. The parameters of this function are esti-
mated from the characteristics of the input image. The sec-
ond contribution is the restoration of images with other kind
of airborne particles and heterogeneous illumination, such as
nighttime and underwater images, by processing each color
channel separately.

The paper is organized as follows: Section 2 introduces
the problem and related works. Section 3 presents the pro-
posed visibility restoration method and section 4 shows exper-
imental results with qualitative and quantitative evaluations
and comparisons.

2. RELATED WORKS

2.1. Fog Visual Effect

Koschmieder’s law is a simple optical model used to de-
scribe the visual effects of water airborne particles [3]. When
fog and illumination are homogeneous along the ray going
through z, the model is:

I(z) = J(x)t(x) + A(1 — t(z)) (1)

where I(z) is the foggy image, J(x) the fog-free image, A
the sky intensity and x = (u, v) denotes the pixel coordinates
in each image. The transmission ¢(z) = e~*(*) describes
the percentage of light which is not scattered, where k is the
extinction coefficient which is related to fog density during
daylight and d(z) is the distance between the camera and the
objects in the scene. The atmospheric veil is the last term
in (1).

2.2. Daytime Image Defogging

Single image defogging algorithms can be divided into two
categories. Image enhancement algorithms use ad-hoc tech-
niques to improve the image contrast such as histogram equal-
isation and retinex, but scene depth is not taken into account.
The second category we focus on, visibility restoration, are
model-based and use Koschmieder’s law. Due to the unknown
depth, the problem is an ill-posed inverse problem that needs
priors to be solved. Priors may be introduced as constrains or
using a learning database.

In [3], geometric priors are introduced. He et al. [4, 5]
introduced the Dark Channel Prior (DCP) as a method dedi-
cated to color images. The idea is that an outdoor and fog-free
image contains pixels of very low intensity on at least one of
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Fig. 1: Foggy pixels and veil pixel intensities: (a) histogram
showing the link between pre-veil and veil pixel intensities
(Mean of 50 images from the FRIDA database), (b) input
foggy image.

the three color channels in any pixel neighborhood. Variants
and extensions have been proposed such as [6, 7, 8].

In the last five years, learning-based methods have been
proposed for defogging [9, 10, 11, 12, 13] usually based
on CNN with supervised training. Fog is a quite rare phe-
nomenon, so building a large and representative training
database with pairs of images with and without fog is very
difficult. This leads to generalization difficulties. More re-
cently, GAN networks have been used [14], with partially
supervised training databases but the learning control is com-
plicated. Fog removal being a pre-processing, fast and com-
putationally inexpensive algorithms are usually required. We
thus focus here on algorithms with a very reduced number of
parameters to be learned.

2.3. Hidden Priors in the DCP Method

In DCP [4, 5], a widely used parameter called w was clearly
introduced in the transmission map computation:

ta) = 1= womin( min (2

@)

were 2(x) is the local patch centered on z, ¢ the color chan-
nel, A the sky intensity, and I the image intensity. This pa-
rameter, usually set to w = 0.95, is constant across the entire
image and was first introduced to mitigate over-restoration.
According to [4], w allows keeping a small amount of haze in
front of distant objects, leading to more natural results.

This parameter can be seen as a prior which needs to be
turned explicit and thus discussed. First, let us propose an-
other interpretation of w. The term min.(ming,co.)(1°(y)))
in the transmission equation (2) is a first estimation of the
atmospheric veil, based on priors that the fog is white and
locally smooth. But the obtained result is a mixture of the ac-
tual atmospheric veil and of the luminance of the seen objects.
Let us name it the “’pre-veil”. The percentage of the pre-veil
which corresponds to the real atmospheric veil is unknown,
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Fig. 2: Left: Naka-Rushton function with parameters R, 4,
K and n. Right: modulation function, with the shape of the
left side of Naka-Rushton function, showing parameters I,
Iy and e.

it is assumed to be constant across the image with value w.
Therefore, w can be explicitly seen as a prior parameter: it
is the assumed constant percentage of atmospheric veil in the
pre-veil map.

The use of w being seen as a prior on the atmospheric veil,
we will test the validity of this prior in the next section.

3. SINGLE IMAGE ATMOSPHERIC VEIL REMOVAL

3.1. Is the use of w a valid prior?

The usual way to compute the atmospheric veil from the
pre-veil is to apply the parameter w. To test the validity of
this prior, we have to look at the link between the intensities
in the true veil and in the pre-veil images. This can be per-
formed only on a synthetic image database, and to achieve
this we used the generator of the FRIDA database [7]. In
this synthetic image database, the veil is computed using
Koschmieder’s law from the scene depth map. Thus, the
atmospheric veil map can be computed for each generated
foggy image. Fig. 1 (a) shows obtained histogram on fifty
foggy images, with on the horizontal axis the pre-veil im-
age intensities and on the vertical axis the intensities of the
ground truth atmospheric veil.

Fig. 1(a) shows that the link between foggy pixel and as-
sociated veil intensities is roughly affine. The atmospheric
veil has a high intensity in the sky region and a low intensity
in the ground region near the camera. If this link is affine, it
can not be modeled well with a single parameter such as w. A
function would be more relevant.

3.2. Modulation function as a prior

To avoid over-restoration at the bottom of the image while en-
suring that the restoration is maximum at the top of the image,
a modulation function f is necessary to compute the atmo-
spheric veil from the pre-veil. The function should be smooth
to avoid visual artefacts in the restored image.

From Fig. 1(a), for a good modulation of the pre-veil, the
following constraints are proposed to chose an appropriate
function f:
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Fig. 3: Atmospheric veil estimation from the pre-veil using Naka-Rushton as a modulation function.

e The function f should be roughly linear on a large
range of intensities. This range is denoted [Iy, I]. We
introduce here the slope a of f at I, i.e f/(Is) = a.

e The function is close to zero on the intensity range
[0, Io], i.e for intensities near the camera where fog
cannot be seen.

e The function and the restored image must not be lower
than zero.

e [, is the intensity of the clearest (sky) region. To
avoid too dark values in the corresponding areas, f(I)
should be a little lower than I,. We thus introduce a
parameter € such that f(I) = I, —e.

Among the different functions we tested, the Naka-
Rushton [15] function was the easier to tune. This function
was first introduced to describe the biological response of a
neuron, and was further used in computer graphics for the
tone-mapping problem. It is defined as:

xn
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where R, is its upper-bound, K is the horizontal position
of the inflection point and n is related to the slope at the inflec-
tion point (see Fig. 2). The shape of the first part of the curve
in Fig. 2 (left) fits our needs, as shown Fig. 2 (right). The
inflexion point with coordinates (K, Ry,q./2) should corre-
spond to the modulation function f at I;.

3.3. Naka-Rushton function parameters

R,qz, K and n are the parameters of the Naka-Rushton func-
tion, while the parameters of the modulation function f are
Iy, I, and €. In the previous section, K was set to I. Fol-
lowing the previously explained constraints, f(I) is set to
Is — e. Thus, R,0. = 2(Is — €). The slope at I is set to a.
This slope in the Naka-Rushton function being nR;q. /4K,
we have n = % It follows that a = ISI_S 7, Finally, the
proposed modulation function f is:

:L.TL
T + kn
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Is—e
modulation function has only three parameters: Iy, I, and €.

The last one needs to be chosen as a small value, the other
two can be computed from the input image.

In Fig. 1(b), I, is the intensity of the sky and Ij is the
intensity of the ground close to the camera. We have investi-
gated how [ and I can be best estimated. Taking the maxi-
mum of the image intensities for I, and the minimum for I is
too sensitive to noise. Therefore, Iy and I are computed by
taking, respectively, the minimum and the maximum of the
input foggy image after applying, respectively, morphologi-
cal closing and opening filters. The veil processing is shown
in Fig. 3.

where fo = 2(I, —€), k= I,,n = 222 and q = ISI_SIO .This

3.4. Beyond the White Fog Prior

In order to better handle colored atmospheric veil, we pro-
pose a simple method: processing each color channel sepa-
rately with our algorithm. This is possible only because the
proposed atmospheric veil removal method is able to process
gray-level images thanks to the use of the modulation func-
tion prior. By processing each color channel separately, I
is estimated on each channel and thus the color of the veil is
inferred.

4. EXPERIMENTAL RESULTS

The proposed algorithm is compared with six state-of-the-
art algorithms included three prior-based methods and three
learning-based methods: DCP [5], NBPC [6], Zhu et al [8],
AOD Net [12], Dehaze Net [9] and GCA Net [13]. We se-
lected algorithms with public codes. For each algorithm, all
input parameters have been optimized. But the w parameter
in DCP is fixed to 0.95. For each parameter, several values
have been tested on four databases using SSIM and PSNR as
criterions. Firstly, a quantitative comparison with synthetic
images from the public FRIDA database [7], the RESIDE
SOTS outdoor dataset [16], NTIRE20 dataset and O-HAZE
dataset [17] is carried out. Secondly, a qualitative comparison
is shown on real world images.



Fig. 4: Comparison of fog removal results on real world image (see additional examples in the supplementary material): (a)
input foggy images, (b) DCP, (¢) NBPC, (d) Zhu et al., (e) Dehaze Net, (f) AOD Net (g) GCA Net, (h) Ours W and (i) Ours C.

H SSIM/PSNR  FRIDA SOTS NTIRE20 O-HAZE H

DCP 0.70/12.26 0.89/18.91 0.44/12.77 0.66/16.95
NBPC 0.75/11.59 0.89/18.07 0.41/12.24 0.61/15.85
Zhuetal. 0.72/12.15 0.88/16.06 0.45/11.98 0.66/16.58
AODNet  0.73/10.73 0.85/19.39 0.41/11.98 0.54/15.04
DehazeNet 0.65/10.87 0.90/23.41 0.44/12.33 0.60/15.41
GCANet  0.70/12.79 0.91/22.68 0.47/12.82 0.61/16.43
Ours W 0.81/12.62 0.85/17.23 0.51/13.16 0.65/17.02
Ours C  0.81/12.27 0.82/16.77 0.51/13.90 0.67/18.32

Table 1: Comparison in term of SSIM and PSNR on four
different datasets: 50 images of FRIDA, SOTS datasets, 45
images of NTIRE20 and O-HAZE datasets. Ours W corre-
spond to our main algorithm assuming white fog and Ours C
correspond to the color variant of Sec. 3.4.

4.1. Quantitative Evaluation

Results are shown in Tab. 1 and illustrate that all methods are
competitive but the proposed method outperforms the others
with both criterions on FRIDA, SOTS and O-HAZE datasets.
However, the results on SOTS dataset show that the proposed
algorithm is less efficient than other on images where the veil
is spatially close to uniform.

4.2. Qualitative Evaluation

Real world images from previous works on fog removal have
been used for a qualitative comparison. On Fig. 4, DCP,
NBPC and Zhu et al. algorithms remove the fog with good re-
sults. However, DCP images are bright and contrasted, while
NBPC and Zhu et al.’s results are darker and more faded. The
learning-based method AOD Net provides faded and dark re-
sults but with a reduced number of halos. It appears in the

tree and buildings images that Dehaze Net method retains far
away haze. It better works on images with colored sky re-
gions by avoiding artefacts and blue-shift distortions unlike
most of other algorithms. GCA Net produces artefacts in sky
region of the tree image but provides good and colored results
in others particularly in the last line image.

The first version of our algorithm (Our W) provides bright
results and remove the haze over the entire images. The sec-
ond version (Our C) allow to reduce color distortions by ap-
plying the function on each RGB channels.

5. CONCLUSION

We have reinterpreted the DCP method in term of three pri-
ors. We propose to improve the third prior, associated to w,
with a smooth modulation function as a prior to estimate the
atmospheric veil from the pre-veil. The input parameters of
this function are automatically estimated according to the in-
put image pixel intensities in light (sky) and dark (ground)
regions. The proposed method provides good results on both
synthetic and real world images from objects at any distances.

To extend the proposed algorithm to rain, smoke, dust
and other colored airborne particles, we process each color
channel separately, in order to remove colored components
on every color channels. This allows to apply the algorithm
to nighttime images as well as underwater images. The pro-
posed algorithm should be carefully evaluated on these di-
verse conditions. This is not easy with real world images, as
ground truth are very difficult to build.

A few color artifacts have been observed when restoring
sky regions of objects at large distances. In the future, we will
thus investigate the limits of the proposed algorithm, trying to
avoid artifacts and preserve a better color consistency.
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