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Abstract

Sight distance along the highway plays a significate in road safety and in particular, has a
clear impact on the choice of speed limits. Vigipidistance is thus of importance for road
engineers and authorities. While visibility distancriteria are routinely taken into account in
road design, few systems exist for estimating itexisting road networks. Most available
systems comprise a target vehicle followed at ast@m distance by an observer vehicle, which
only allows to check if a given, fixed visibilityistance is available. We propose two new
approaches for estimating the maximum availablbiity distance, involving only one vehicle
and based on different sensor technologies, nametcular stereovision and 3D range sensing
(LIDAR). The first approach involves the processioigtwo views taken by digital cameras
onboard an inspection vehicle. The main stageshefprocess are: road segmentation, edge
registration between the two views, 3D reconstanctf the road profile and finally, maximum
roadway visibility distance estimation. The secamproach is based on a Terrestrial LIDAR
Mobile Mapping System. The triangulated 3D modeths#f road and its surroundings provided
by the system is used to simulate targets at diftedistances, which allows for estimation of the
maximum geometric visibility distance along thehpedy. These approaches were developed in
the context of the French SARI-VIZIR PREDIT proje@®oth approaches are described,
evaluated and compared. Their pros and cons wsie to vehicle following systems are also
discussed.

1. Introduction

In this paper, we address the problem of asseskigyisibility distance along an existing
highway. Among the many definitions of visibilitystnce that can be found in the literature, we
consider the stop-on-obstacle scenario. More gpaltyff we define therequired visibility
distance as the distance needed by a driver to tedte presence of an obstacle on the roadway
and to stop the vehicle. This distance clearly ddpen factors such as the driver's reaction time
and the pavement skid resistance. They can beosebriventional, worst-case values, e.g. 2
seconds for the reaction time, and a value correfipg to a wet road surface for skid resistance.



~

it RA Transport Research Arena Europe 2010, Brussels

Naturally, the stopping distance also depends enstieed of the vehicle, whose conventional
value may be set to the so-called V85, i.e. to8Bi&percentile of the speed distribution. Speed
statistics may not be available for every pointhed path, but we can use the same laws as for
road design, stemming from statistical studies, (&€TRA, 2000) and (SETRA, 1994), to
modulate a fixed conventional V85 value (which defse on the road type) according to
geometrical characteristics of the road, namelywature and slope. Theequired visibility
distance has to be compared to #vailable visibility distance, which is the highest distarate
which an object can be seen on the road as a funofithe geometry of the road environment.
We investigate two approaches for accurately esingahe available visibility distance.

Figure 1: Experimental inspection vehicle with twaital cameras for stereovision (left 3
images, by courtesy of CECP). On the rightmost pé#rthe figure, a stereo pair of images
acquired by the vehicle is displayed.

Since road visibility evaluation by drivers is essaly a visual task, the first approach we
propose exploits images taken by cameras mountégeanspection vehicle. The use of a single
camera allows only 2D measures. Two cameras aesgaxy to take into account the 3D shape
of the road, through stereovision, during the estiom of the visibility distance. The acquisition
system being reduced to two colour cameras andn@uter, it is quite inexpensive. Pairs of still
images (see example on Fig. 1) can be acquirey é&vereters along the path, by the vehicle at a
normal speed (thus at a frame rate of around Sfisvever, designing an accurate image
processing method for estimating the 3D visibitiigtance remains challenging. This is due to
the difficulties of 3D reconstruction from real iges taken under uncontrolled illumination in
the traffic.

As an alternative, we also investigated the us@fdata provided by a LIDAR terrestrial
Mobile Mapping System, called LARA-3D. This protpgyhad been developed by the CAOR
(Mines ParisTech) for several years, see (Goulatte¢ others, 2006). Its adaptation to the
creation of 3D road models for visibility computatihas been initiated during the SARI-VIZIR
project and developed during ANR-DIVAS project. \l¢hthe vehicle moves, 3D points are
sampled along the road and registered in an alesodfgrence system thanks to the use of INS
and GPS sensors. In order to generate 3D modeis paints, several algorithms have been
implemented, addressing particularly the need &ovrsizing the 3D model, and for suppressing
artefacts. In order to suppress artefacts causekebgresence of vehicles, we use the position of
the vehicle on the road and the approximate postgioroad borders, to suppress the data above
the road surface. For downsizing the model, weatdgst a decimation step over each scanner
profile, and then a plane modelling approach base®ANSAC and region growing, followed
by a Ball-Pivoting Algorithm (BPA) triangulation @nardini and others, 1999). This processing
leads to an important reduction of the numberiahtles (by a factor 10 or more). It also helps
filtering artefacts, so the resulting 3D model tanfully exploited for computing visibility.
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Figure 2. Cartographie 3D de la rue Soufflot (Paris) et principe de relevé laser mobile

Figure 2: The LARA-3D experimental inspection viehiof the CAOR (Mines ParisTech) is
shown on the left with an example of obtained 3Dtpdoud and mesh on the right.

This stage provides a model of the road environnretite form of a 3D mesh, as shown in Fig.
2. Although the acquisition system is more compdexi hence, more expensive than in the
stereovision approach, its advantage is that 3B idadirectly grabbed with high accuracy.

2. Visibility distance using binocular stereovision

In this case, the available visibility distancedsfined as the maximum distance of points
belonging to the image of the road. This distarsceimilar to the one perceived by the driver,
provided that the distance between the driver’s ay& the cameras on the roof is small. This
technique was developed by LEPSIS (LCPC) during SARI-VIZIR PREDIT project. It is
estimated by a three-step processing of the pdefofind right stereo views: segmentation of
the roadway on each image using colour informatiegistration between the edges in the road
regions of the left and right images allowing tdiraate a 3D model of the road surface, and
estimation of the maximum 3D distance of visibleng®on the road.

2.1 Road segmentation

Since the roadway is of prime importance for edtingathe visibility, the first step of the
processing consists in classifying each pixelgfh &and right images, asad or non-road This
segmentation is based on an iterative learninpe@tblorimetric characteristics of both tload

and thenon-roadclasses, along the image sequence. To this exelsph the bottom centre of
each image are assumed to belong tadhd class, while pixels in the top left and right i@

are assumedon-roadelements. These regions may be visualized in tidelmimage of Fig. 3.
Theroad andnon-roadcolour characteristics are collected in past irsaglken the processing is
running real time. However, it is better to procd#ss sequence backwards when the algorithm
can be run in batch. The reason is that it alloam@ing road colours at different distances
ahead of the current image. This strategy leadspooved segmentation results in the presence
of lighting perturbations, shadows, variations a/@ment colour. Once thead andnon-road
colour models are built, the image is segmentetivin classes by a region growing algorithm,
starting from the road (i.e. bottom centre) parttioé image. Fig. 3 shows an example of
segmentation result.
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Figure 3: The original image on the left is procedgo learnroad colours from pixels in the
green region, anchon-roadcolours from pixels in the red region. The resgtclassification of
pixels agoadandnon-roadpixels is shown on the right.

The non-road colour model remains stable in case of an ocalusiothe non-road region, due
for example to the presence of a vehicle, durimgdaced number of frames. To keep a correct
road colour model, occlusions of the road region carfilbered out by removing colours which
are not usually found on the pavement. More detailghis algorithm may be found in (Tarel
and others, 2009).

2.2 Edge registration and road profile reconstruction

The edges found in the left and right road regsegmented in the first step differ in pose due to
the change in viewpoint. This difference in posdliiectly related to the shape of the road
surface.

Figure 4: After matching the road edges in the &ft right images, points on the road can be
estimated by triangulation from the left and rigigwpoints.

Assuming a polynomial parametric model of the rtmaitudinal profile, see Fig. 4, the second
step consists in the global registration of thedefd right road edges and in the estimation of the
parameters of the polynomial road model. This dilgor is described in details in (Tarel and
others, 2007) and is based on an iterative schbateatternates between matching of pairs of
edge pixels and the estimation of road surfacenpaters. The higher the number of edges (even
those due to dust on the road may be useful), ¢tterithe registration. Of course, occulted parts
of the road can not be correctly reconstructed. él@r situations where a vehicle completely
hides the road were rarely observed in practice.
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2.3 Road visibility distance estimation

Once the 3D surface of the road has been estinfiaedthe second step of the processing, the
maximum distance at which edges of the left antitrimages can be registered is computed.
Finally, the road model is used to convert thigafise to a metric estimate of the highway
visibility distance. Examples of results are showirig. 5, where the red line corresponds to the
visibility height in each image. As explained intals in (Bigorgne and others, 2008), the
standard deviation of the estimator is also conthuteorder to qualify this estimated visibility
distance.

Figure 5: The blue edges are those edges of th& figage that were registered on the left
image, which is displayed. These images are exdddatbm a sequence of 400 images.

3. Visibility distance from a 3D model of the road andts surroundings

In this approach, we exploit both the 3D triangedatata provided by the LIDAR system and
the trajectory recorded by GPS/INS integrationdiingate visibility distances.

3.1 Estimating the visibility distance from a 3D model

The definition of the available visibility distaneee use in this approach is purely geometric and
does not involve any photometric or meteorologmahsideration. It involves a target and an
observer. The target may either be placed at a fix&tance from the observation point, to assess
the availability of a specific distance, or it mag moved away from the observation point until
it becomes invisible, to estimate the maximum viisybdistance.

Conventional values can be found in the road ddgryature, see (SETRA, 2000) and (SETRA,
1994), for both the location of the observer areldhometry and position of the target. Both the
viewpoint and the target are centered on the raad hxis. Typically, the viewpoint is located
one meter high, which roughly corresponds to a ndrarer's eye position. The conventional
target is a pair of points that model a vehiclaiklights. For visibility distance computation, we
request a line-of-sight connection between the ligiits and the driver’s eyefay-tracing
algorithms are well-suited for this task. We alsaoirfd it realistic to consider a parallelepiped
(1.5%4x1.3 m) to model a vehicle. We found thabadyrule of thumb was to consider the target
as visible if 5% of its surface is visible. Thedbhold was set experimentally, in such a way that
the results of the test would be comparable tooties obtained when using the conventional
target.

3.2 Qt-Ballad: a tool for visibility estimation

ERA 27 (LCPC) developed a specific software appibca called Qt-Ballad (see Fig. 6) during
the SARI-VIZIR PREDIT project. It allows to walk tbugh the 3D model (which can be
visualized as a point cloud or a surface mesh). fidgectory of the inspection vehicle on the
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road may also be visualized in the 3D model. Voluim®r point-wise targets may be placed at
different distances from the viewpoint. To make therpretation easier, images of the road

scene may be visualized along the 3D model. Alwgiare synchronised and the interface is
completely reconfigurable.
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Figure 6: interface of the Qt-Ballad software. Ttap-left panel displays the original point
cloud. The top-right panel shows the triangulatealdsi (in grey), the trajectory of the LIDAR
system (in blue) and a parallelepiped target plad®® m ahead of the observation point (in
green). At the bottom right, an image of the sceneisplayed. Finally, the bottom-left panel
displays the required visibility (black) and thetiemted available visibility (magenta) vs. the
curvilinear abscissa. The vertical line shows therent position. The curves show that the
available visibility is not sufficient in this sétion.

Qt-Ballad implements both required and availabbiiity distance computation. For the point-
wise, conventional target, we use a software raghtg algorithm. When the volumetric target is
used, we exploit the Graphical Processing Unifmbdities. More specifically, the target is first
drawn in the graphical memory, then the scene nsleeed using Z-buffering and finally, an
occlusion-queryequest (which is standard in up-to-date OpenGhlementations) provides the
percentage of visible target surface. The visipiliistance can be computed at every point of the

trajectory (i.e. every 1 meter) or with a fixed pstéypically, 5 or 10 meters) to speed up
computations.

Two different ways of computing the visibility aienplemented. In the first case, a fixed
distance is maintained between the observationtpid the target. The output is a binary
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function which indicates at every position whettiex prescribed distance is available or not. In
the second case, for every position of the observaoint, the target is moved away as long as
it is visible and the maximum available visibiliystance is recorded.

4. Discussion

Within the SARI-VIZIR PREDIT project, see (Tareldaothers, 2008), different kinds of road
section have been selected to perform a comparstiinly. Three approaches were tested: using
stereovision, using a 3D model and using vehidleviong. The last method, called VISULINE,
see (Kerdudo and others, 2008), is used as a neferé consists of two vehicles, connected by
radio in order to maintain a fixed distance. An m@per, in the following vehicle, checks visually
whether the leader vehicle is visible or not. Ttneate the maximum visibility distance, the
vehicle-following system had to be run for sevenéérvals: 50, 65, 85, 105, 130, 160, 200, 250
and 280 meters. The result is shown for a 2 km me&xtion of RD768, CG22, as a green
discontinuous curve, see Fig. 7. On the same fijghee required visibility distance computed
from the road characteristics is shown as a redtirmoous curve. Estimated available visibility
obtained using stereovision is displayed as a biluge with pluses, and the black curve with
stars shows the results of the approach based an@®ialling.
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Figure 7: Comparison on the same 2 km road sediiRb786, CG22), of the estimates of the
available visibility distance using 3 techniqueshicle following, stereovision, 3D model. The
required visibility computed from the road geomeisyalso displayed. When the available
visibility is lower that the required one (e.g.adscissa 2000 m), a lack of visibility is detected.

The results show that the stereovision approaclemestimates the visibility distance over most
of the length of the section. A careful examinatidrthe results has shown that the algorithm is
very sensitive to the presence of vehicles in dalrscene. Moreover, the long range road/non-
road classification becomes more difficult whenoeslare flatter, which occurs under certain
weather conditions or during the winter. The resuwft the 3D-based method are in good
accordance with those of the reference method. Merveve recall that the vehicle-following
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system requires several runs to provide maximunbility distances. Moreover, it is limited to
280 m while the maximal available distance seentedoh 400 m about abscissa 1150 m.

As a conclusion, this experiment shows that, ags s@oan accurate 3D model of the road and its
surrounding is available, well-known computer giaphtechniques such aay-tracing or z-
buffering suffice to estimate the available visibility. Howeg, obtaining such models requires
costly technologies and care must be taken duhiegtocessing of the point cloud. In particular,
the triangulated model must be simplified enoughaltow processing long road sections, but
without losing too much useful information. On tbther hand, the method based on image
processing tends to underestimate the visibilistasice due to the difficulties inherent to the
task of segmenting the road far away from the camdowever, stereovision is cheap and can
be very accurate in the near field. We thereforkebe that it might provide an interesting
alternative to LIDAR sensors and we plan to in\gzge this in the near future.
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